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The n-p elastic differential cross section in the angular range 51'&8*&180' at 647.5
MeV has been measured with high statistical precision, good relative accuracy, and abso-

lute normalization of 7% estimated accuracy (based on the observed yield of deuterons

from np ~de ) Amon. oenergetic neutron beam bombarded a liquid hydrogen target, and

the protons and deuterons ejected from the target were detected by a multiwire proportional

chamber spectrometer which measured their momentum, angle, and mass. The results

resolve discrepancies between previous measurements of this observable, and are in reason-

able agreement with Saclay data at large angles, and with a phase shift fit. Evidence for
accuracy of the shape of the angular distribution is provided by the good value obtained for
the pion-nucleon coupling constant (f =0.0759+0.0030) when the pole-extrapolation

method of Chew is used to extract f2 from this shape.

NUCLEAR REACTIONS 'H(n, p)n, T„=674.5 MeV; measured

der/dQ vs 0 for 51' & 0 & 180'.

I. INTRODUCTION

A determination of the interaction between neu-

tron and proton continues to be one of the most
fundamental but incompletely solved problems in

medium energy nuclear physics. Much progress has
been made in recent years, however, and the unam-

biguous determination of the n-p isoscalar (I =0)
interaction for energies up to 425 MeV found earlier

by Amdt et a/. ' has been confirmed and extended

up to 550 MeV in a current analysis by DuBois
et al. Knowledge of the I =0 phase-shift solution
above 550 MeV is less certain because of the fewer

data available, the larger number of partial waves
involved, and the greater importance of inelasticity.

Near 650 MeV, an extensively studied region,
there exist significant discrepancies between pub-
lished values of the n pdifferential cros-s section, a
basic observable. Results obtained at the
Princeton-Pennsylvania Accelerator (PPA.) were in
substantial disagreement with older Dubna data,
and a more recent Saclay experiment yielded yet
different values. In this paper the results of a pre-
cise measurement of the n-p differential cross sec-
tion at 647.5 MeV in the 51'&8 & 179' c.m. angu-
lar region are presented. This experiment was the
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the center of the LD2 target, thus defining a solid
angle of 8.8 @sr (0.096' half-angle). A steel postcol-
limator of length 40.6 cm with a circular hole of a
diameter 3.17 cm along the collimator axis was used
to reduce the beam halo. Any residual charged par-
ticles in the beam were swept away by magnet M&

placed between the collimator exit and the L H2 tar-
get. The profile of the neutron beam at the location
of the L H2 target, as measured by the M%PC spec-
trometer, is shown in Fig. 3. The intensity of CE
peak neutrons through the collimator was
-8.7)& 10 /pC of proton beam. '
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FIG. 2. Spectrum of the neutron beam incident on the
L H2 target.

otherwise occur due to beam heating with beam in-

tensities of —1 IMA. The L D2 cooling was provided

by a helium refrigerator of 200 W cooling capacity
at —14 K, with counter-current heat exchange be-

tween the cold helium gas and the circulating fluid.
Electric heaters in the loop were used to regulate
the L Dq temperature. The beam entered and
emerged from the target cell portion of the loop
through curved aluminum windows of thickness
0.08 mm and area 13&&2.5 cm . The thickness of
L D2 traversed by the beam was 10.8 cm; at a nomi-

nal liquid density of 0.163 g/cm this gives a deu-

terium areal density of 5.3)& 10 /cm . After leav-

ing the target, the proton beam was deflected mag-
netically through an angle of 60' and buried in a
beam dump. The LD2 target region was enclosed

in a thick shield wall made of steel and concrete.
The collimator channel for neutrons produced at 0'

was a circular hole of diameter 2.54 cm and length
3.66 m, formed by insertion of bored steel slugs into
155 mm gun barrel which penetrated the shield
wall. The collimator exit was located 7.57 m from

B. Beam monitoring
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FIG. 3. Beam profile at the L H~ target.

The profile of the incident proton beam at the

LD2 target could be checked by insertion of a
"harp" style wire scanner into the beam just
upstream of the target. The beam was centered on
the target (i.e., on the 0' collimator axis) typically
within +0.5 mm both horizontally and vertically
during the experiment, and its width and height
were -5 mm FWHM. The proton beam current
was monitored by an inductive-pickup toroidal
current monitor' located 5.18 m upstream of the
target. The beam came in macropulses of frequency
120 Hz and duration 400 JMs (5 lo duty factor). The
toroid output which reflected this structure was arn-

plified and sent to a signal processor, which re-
moved a dc bias and 60 Hz noise pickup, and then
to a current digitizer and sealer. The system was
calibrated periodically by passing a calibrated
current pulse, which duplicated the time macro-
structure of the beam, into a wire loop through the
toroid.

The neutron flux was monitored at the collimator
exit by a pair of counter telescopes placed at hor-
izontal scattering angles of 25' to the left and right
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of the beam, which viewed a polyethylene radiator
disk of diameter 3.17 cm and thickness 2.54 cm
placed in the beam. Each telescope consisted of a
pair of scintillators (Pilot U) of dimensions 7.6
cm)&7.6 cm X1.6 mm, separated by a copper ab-
sorber of thickness 4.57 cm, which made these tele-
scopes relatively insensitive to protons with energies
less than 210 MeV. A veto scintillator of thickness
1.6 mm placed just upstream of the radiator was
used to reject events caused by stray charged parti-
cles in the neutron beam. This left-right flux moni-
tor system, called N-MON, not only provided a reli-
able measurement of the relative neutron fiux but
also was sensitive to horizontal shifts of the neutron
beam.

An additional monitor (H-MON in Fig. 1) was
used to monitor the product of incident neutron
flux and LH2 target thickness. This monitor was a
differential range telescope placed at 45' scattering
angle, designed to be sensitive to protons coming
from the region of the LHq target and having ener-
gies of 175—360 MeV (this brackets the energy ex-
pected for 45' proton recoils from 647 MeV np-
elastic scattering). This telescope consisted of scin-
tillators H~, H2, and H3, each 15.2 cm in height,
10.2 cm in width, and 1.6 mm in thickness (Pilot
U), and veto scintillator H4, which had dimensions
25.4 cmX15.2 cm)&1.6 mm (Pilot U). Copper ab-
sorbers of thickness 3.43 and 3.81 cm were placed
between H2 and H3, and H3 and H4, respectively.
The angular acceptance of the telescope was deter-
mined by IIi, placed 40 cm from the LH2 target,
and 03 placed 65 cm further away. Valid events
were indicated by the coincidence pattern
H f H2 H3 H4 ~ The counting rate in this monitor
was —11 times greater when the target was full
than when it was empty.

C. Liquid-hydrogen target

The target flask was a cylinder of diameter 10.2
cm with rounded ends, hydroformed from 0.13 mm
Mylar. It was oriented with its axis along the neu-
tron beam axis; its length along the axis was —13.2
cm when filled and under operating pressure, giving
it an areal density of 0.94 g/cm (5.6X 10
atoms/cm ). It was enclosed in a radiation shield of
aluminized Mylar and was contained within a vacu-
um chamber at 10 Torr, the outer wall of which
was a cylindrical Mylar window of thickness 0.13
mm. Particles could emerge from the target with
angles from 0' to 110' without obstruction. Refri-
geration for the target was provided by a Cryodyne

1022 refrigeration system capable of extracting 5 W
of heat from the target flask in the temperature
range 15—24 K. Compensation for the excess cool-
ing capacity was provided by an electric heater.
This heater also could be used (with the H2 supply
valve closed) to drive the liquid hydrogen into a
separate reservoir for the purpose of making back-
ground runs.

D. MWPC spectrometer

The primary detector in this experiment was the
MWPC spectrometer. Since this instrument has
been discussed in detail only in an unpublished re-
port' it will be described at some length here. The
elements of the MWPC spectrometer (see Fig. 1)
were magnet M2 which deflected charged particles
ejected from the target, four multiwire proportional
chambers W& —W4 which provided horizontal and
vertical coordinate information at four points on
each particle trajectory, and scintillators S~ and S2
which provided fast timing information. The spa-
tial arrangment of these elements was rigidly main-
tained by a framework bolted to the magnet, which
was also attached to a pivot mounted directly below
the LH2 target. The spectrometer could be rotated
to any desired angle 8,~ with the aid of airpads
under the magnet. Helium filled plastic bags with
thin windows were placed in the spaces between the
MWPC's in order to minimize multiple scattering
of the particles.

1. Spectrometer magnet

Magnet M2 was a "windowframe" type dipole
magnet with rectangular polefaces of dimensions
91.44)&45.72 cm and a gap of 15.24 cm. At the
highest current used (800 A) it could deflect an 800
MeV proton through an angle of 22'. Its magnetic
field was mapped extensively using a rapid mapping
device which measured all three components with
an accuracy of O. l%%uo or better on a lattice of spac-
ing 2.54 cm and overall dimensions 294.67
)(81.23)(12.70 cm at excitation currents of 200,
400, 600, and 800 A. These measurements were
checked by nuclear magnetic resonance (NMR)
probe measurements at the center of the gap and
also by a long, narrow flip coil (dimensions:
320&&1.92 cm ) centered on the gap along its long
dimension. These latter measurements determined
the "bending power" fB„dl along the central path
of length 320 cm, where B~ is the vertical field
component. All of these measurements were in
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agreement within 0.1%. The measurements were
made before the magnet was mounted on its sup-

port stand. The change in the field map at 200 A
caused by presence of the stand was measured. The
fractional changes in field at 400, 600, and 800 A
were derived from the ratios of averaged values of
the flipcoil measurements for the magnet on and off
the stand. For any other current the correction was

by interpolation based on flipcoil measurements at
the current and at the above currents. It is estimat-
ed that the magnetic field was known during actual
data runs with an overall accuracy of -0.7%.

2. Scintillators

The purpose of scintillator So (see Fig. 1) was to
veto any charged particles in the neutron beam. It
was found later to have the effect of producing
more unvetoed charged particles than were in the
beam which struck it, and its use was discontinued.
It did no real harm, however, because its contribu-
tion to the background was determined in the emp-

ty target runs.
Scintillator S~ was placed -15.3 cm downstream

from the center of the LHz target. It was a square
sheet of Pilot U of 231 cm area and 0.8 mm thick-
ness, supported inside a reflective tent (see Fig. 4)
with walls consisting of one layer of aluminum foil
of thickness 0.025 mm and three layers of alumin-
ized Mylar of thickness 0.013 mm. The base of the
tent was fixed to a Plexiglass light pipe, which in

EFLECTIVE ALUMINUM
OIL WRAP

"PILOT U SCINTILLATOR
SUSPENDED ABOVE THE
LIGHT PIPE

TENT FRAME END

LEXIGLASS LIGHT PIPE

FIG. 4. Tent construction of the scintillator Sl assern-

bly.

turn was glued to the face of an RCA 8575 pho-
tomultiplier tube. The use of the tent arrangement,
which maximizes light collection efficiency, rather
than an earlier version of S&, which used only an
adiabatic light pipe to couple the scintillator to the
phototube, resulted in an improvement in pulse-
height resolution from 150 to 60%.

Scintillator Sz was placed 10.2 cm from the
center of chamber fV4, which made the distance be-
tween S~ and S2 approximately 4.5 m. It was a
sheet of Pilot F of width 101.6 cm, height 30.5 cm,
and thickness 4.8 mm. It was viewed from both
ends through curved adiabatic light guides by EMI
9813B photomultiplier tubes, called S2L and S2+.
The light collection efficiency for either phototube
was found to vary by a factor of 2 as a collimated

Bi beta source was moved across the width of the
scintillator. In practice, the dynode outputs of the
two phototubes were summed and the resultant
pulse-height resolution was -60%. The time of
Aight t&2 between S~ and S2L was used for particle
identification. For a 650 MeV proton having an
average trajectory, the time of flight resolution,
after off-line correction for scintillator time walk,
was 11% FWHM, easily sufficient for discrimina-
tion between protons, deuterons, and pions of the
same momentum.

3. 8'ire chambers

The MWPC's were counters of the Charpak
type' with sense-wire spacing of 2 mm and indivi-
dual wire readout. Chambers 8'~, 8'2, and 8'3
were of identical construction, while 8'4 was simi-
lar but larger. Each chamber contained two signal
planes, one with horizontal sense wires which gave
vertical coordinate information, and another with
vertical sense wires which gave horizontal coordi-
nate information. Each signal plane was
sandwiched between a pair of negative high-voltage
wire planes having wires of 1 mm spacing and a
direction perpendicular to that of the sense wires.
The frame for each plane was made of G-10
fiberglass-epoxy laminate of thickness 4.7 mm (6.35
mm for W4). The printed circuit boards for signal
and high voltage connections were inlayed with

epoxy in each frame. The wires were stretched, ac-
curately positioned, and bonded into place with

epoxy resin. The sense wires were made of gold-
plated tungsten of 20 jMm diameter, stretched with
tension 0.5 N. The high-voltage wires were made of
silver coated Cu-Be of 50 pm diameter stretched
with tension 1.6 N. The sensitive area of chambers
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8'~ —8'3 was 39.1 cm horizontal by 19.9 cm verti-

cal, while that of W'q was 64.7 cm horizontal by
39.1 cm vertical.

The separation between 8'~ and 8'2 and between

F3 and F4 was 100 cm. With the sense-wire spac-
ing of 2 mm the angle between the incident and
emergent particle trajectories (i.e., the deflection an-

gle) could be determined on the average with accu-
racy of -2 mrad. Since a typical deflection angle
was 22' (-380 mrad), it could be determined with
an accuracy of -0.5%. The occurrence of multiple
scattering and energy loss, primarily in the LH2
target and in S&, caused an additional uncertainty in
the determination of the initial momentum and an-

gle of the proton or deuteron, resulting in an effec-
tive spectrometer resolution of -1% at 800 MeV.

Because of the detailed knowledge of the magnet-
ic field, four x and four y coordinates provided an
overdetermination of the particle trajectory, and in
practice only three x and three y chamber signals
were needed for an event to be considered valid. On
the other hand, the chambers were capable of
handling multiple hits, and events of considerable
complexity were not rejected as long as both x and y
signals from at least three of the four chambers
were available. Another limit on the complexity of
events will be noted in Sec.' II E.

The counter-gas mixture used was (by volume)
56% argon, 37.9% isobutane, 0.1% freon 13B1,
and 6.0% methylal and flowed continuously
through the chambers. This mixture is similar to
the CERN "magic gas" but contains less argon
and freon and more isobutane to compensate for the
lower atmospheric pressure at LAMPF. The func-
tion of the methylal is to increase the effective life-
time of the chambers in high radiation fields. ' It
was introduced by bubbling the rest of the mixture
through a reservoir maintained at —12 'C. With
this mixture at. an internal pressure of 0.79 atm (lo-
cal atmospheric pressure) chambers Wi —W3 could
be operated at 3.5 —3.8 kV with detection
efficiency per wire of 99.7%. The operating voltage
for 8'4 was -4.2 kV for similar detection efficien-
cy.

cause of the indefiniteness of the origin of the
scattering. In order to exclude 8 and (t angles
which could lead to paths which strike the magnet
poles and thus have a poorly known detection effi-
ciency, it is necessary to require that the vertical
component of the scattering be limited. With the
spectrometer geometry and beam dimensions of the
present experiment, this requirement is met if

~

sin8 sing
l

& 0.02 .

Imposition of this requirement, however, means
that for the cases in which sin8 & 0.02 only a frac-
tion of the region of P is accepted. Since the in-
cident neutron beam is unpolarized, the azimuthal
distribution is uniform and the fraction in effect be-
comes a geometrical detection efficiency and is
given by

e(8 ) =—sin .'; sin8 & 0.02,
2 . i 0.02

sinI9

e(8)= 1.0; sin8 & 0.02 .

This efficiency function is shown in Fig. 5.
It is convenient at this point to define three coor-

dinate frames of reference, all being right-handed
and having y axes pointing upward. The laboratory
frame (xi, yi, zi) is centered in the LHq target with
its z axis in the beam direction. The magnet frame
(x,y, z ) is fixed in the magnet with its origin at
the center of the magnet gap and its z axis pointing
downstream parallel to the magnet's long dimen-
sion. (The magnet frame and other geometric fac-
tors involved in the momentum analysis are shown
in Fig. 11.) The spectrometer frame (x„y„z,) is
also fixed relative to the magnet, but its origin is at
the center of the L H2 target and its z axis points to-

I.2

I.O

0.8—

0.6—

4. Spectrometer acceptance 0.4—

The geometric acceptance of the spectrometer is a
complicated function of the polar and azimuthal
angles of scattering 8 and P, the momentum p, the
magnet current, and the origin of the scattering
(within the overlap of the neutron beam and the
LH2 target). Most of the complication arises be-

0.2—

0 I I } I I I

0 0.02 0.04 0.06 0,08 O.IO O.I2 0.14

8 (rad)

FIG. 5. Limit on the geometric acceptance of the spec-
trometer imposed by the magnet polefaces.
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ward the spectrometer, perpendicular to planes Wi
and Wq.

The polar and azimuthal angles in the spectrome-
ter system are 8, and P, . In order to be certain that
particles are being detected with the above efficien-

cy it is necessary in addition to restrict 8, to values
such that the particle orbits miss none of the wire
planes. This restriction was determined empirically
from the spectrometer data in the off-line analysis
(see Sec. IIIB) by generating computer plots of 8,
vs hit-wire position for all eight wire planes, and for
a series of momentum bands for each magnet
current. An example of such plots is shown in Fig.
6, which displays 8, vs W3x and W4x, the horizon-
tal coordinates of hits in W3 and W4, respectively,
for a magnet current of 600 A and a momentum
band 1200&p &1250 MeV/c. Note that the left
edges of the plots correspond to right scatterings in
the magnet frame. It is clear from the plots that no
particles in this momentum band are missing W4
but some of those with 8, & 30 mrad are beyond the
edge of W3. It is also clear, however, that particles
scattered to the right with angles 8, &30 mrad are
hitting both planes. Similarly, by inspection of the
right edges of the plots it can be seen that particles
scattered to the left in the magnet frame with angles

8, &50 mrad would hit both planes, while some
particles scattered to the left with 8, &50 mrad
would be beyond the edge of W3. By inspection of
a large number of plots such as these it is possible
to determine a "safe" region of 8„ in which all par-
ticles have orbits which pass through all of the wire
planes.

This information, summarized in Fig. 7, shows
the left and right limits of 8, plotted versus the
momentum (divided by magnet line integral for
each magnet current). The area from upper left.to
lower right between the loci of plotted points is a
region in spectrometer phase space within which a
particle passes through all wire planes. For the pur-
pose of computer analysis the safe acceptance re-
gion was parametrized as shown by the polygon in
Fig. 7; the geometrical efficiency for particles in
this region is given by Eq. (1).

5. MWPC electronics

The objective of the wire-chamber electronics was
to determine which sense wires were hit within a
time window generated by a master gate, and in
case of a valid event to provide a coded 16 bit word
which identified the plane and the wires which were
hit. Details of this system have been given by Wer-
ren et al. '; a brief summary is given here. The sig-
nals from each group of eight neighboring wires
(called a module) were processed by an
amplifier/logic card which plugged into the printed
circuit board on the sense-wire plane. These cards
had an amplifier, a discriminator, and a monostable
pulse generator for each of the eight wires in a
module. When a wire was hit the corresponding
monostable circuit would be activated, generating
pulse of length -680 ns. Thus a pattern of hit
wires produced by an event was retained for this
period as a pattern of monostable pulses.
Meanwhile, each activated module would also send
a fast signal to remotely located electronics for use
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FIG. 6. Empirical plots of 0, vs 8'3x and 8'4x ob-
tained with 600 A magnet current for a selected momen-
tum band.

FIG, 7. Plot of 8, vs momentum, showing the empiri-
cally determined limits on the geometric acceptance of
the spectrometer imposed by the edges of the wire planes.
Division of p by B dl removes the dependence on
magnet current.
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in the decision-making logic. If the criteria for a
valid event were met, a write-gate pulse of length
-80 ns was sent back to the modules, and if the
write gate overlapped the trailing edge of the 680 ns
monostable pulse (or pulses), this overlap would

generate appropriate signals on eight output lines,
one for each wire, specifying the hit pattern. It
would also send a signal indicating that the module
was "active" to an encoder which would construct
another eight bits of binary coding, three of which
specified the location of the module within a super-
module (group of eight modules), three bits to give
the location of the supermodule within a chamber,
and two bits to identify the chamber. The 16 bit
data word for each active module was put onto the
data bus leading to the scratch pad memory (SPM)
in an order determined by a priority encoding sys-
tem, and then the module was reset. The SPM is a
fast intermediate buffer, designed by Brown,
which read and stored the MWPC data while such
things as ADC and TDC conversion took place.

The summed outputs of the monostable pulses for
each plane gave an analog measure of the number
of wires hit in that plane, which was useful for di-

agnostic purposes.

E. Data acquisition electronics

A block diagram of the data acquistion system is
shown in Fig. 8. The trigger signal for valid events
was provided by the block labeled NIM, which is
shown in more detail in Fig. 9. The requirement to
be met was a coincidence (within 50 ns) between sig-
nals from scintillators S~ and Sq along with —, ma-

jority coincidences with the fast discriminator sig-
nals from both the horizontal and vertical wire
planes of the four MWPC's, all in the absence of a
veto signal from scintillator So. This requirement
can be abbreviated:

(S 'S 'S2 )'( W]X W2X W3X W4X )3/4 ( II ]y. II 2y ~3y ~4y )3/4

The timing of the master gate output was dominat-
ed by the time of the signal from S&. When the
master gate detected a valid event its output set an
inhibit which blocked further triggering until the
data from that event had been stored, started the
time-to-digital converter (TDC), opened the fast
linear gates, strobed the analog-to-digital converters
(ADC's), formed the write-gate pulse which gen-
erated the hit-pattern outputs from the MWPC's,
and went to the SPM, which sent an encode enable
signal to the M%PC's initiating the readout of the
M%'PC data to the SPM.

A further measure taken to speed up the data-
acquistion process was the use of a micropro-
grammed branch driver (MBD), a device which is
capable of buffering incoming data during the beam
macropulse and transferring the data to the PDP-
11/20 computer between macropulses. In this way
several events per macropulse could be obtained.

While the ADC and TDC conversion and read-
ings were taking place, the encode enable signal
went to the MWPC's and by a predetermined prior-
ity system enabled for each active module the en-

coding of the 16 bit M%PC word discussed in Sec.
IID5, the sending of the word via the data bus to
the SPM, and the resetting of the module. As each
Inodule was reset the encode enable signal was sent
to the remaining active module of highest priority
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WI W2 W3 W4

S fast
outputs

-= Coinc's
ADC's

Nl M Inhibit

CODE

Data bus 'l
F
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;
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@ Memory
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Q
C + C0

CAMAC

Disk

PDP- I I /20
tape

Display- +
FIG. 8. Simplified block diagram of the data acquisi-

tion electronics.

and the process was repeated until all active
modules had been read or the number of MWPC
words exceeded 15. If the latter had occurred the
event was rejected by the MBD.

When all ADC and TDC conversions were com-
pleted a signal was sent to the priority interrupt re-

gister which told the MBD that the event was ready
to be read. The MBD read the analog information
contained in the octal scalers, packing two ADC's
per 16 bit word and buffering it in its own memory.
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elongation shows the finite length of the target when
viewed from a large angle setting of the spectrometer. (b)
Plot of the approximate particle momentum po {given by
the magnetic deflection angle) vs time of flight between
scintillators Sl and S2, showing the clear separation of
protons {indicated by p) and deuterons {indicated by d}.
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FIG. 9. Diagram showing the logic used to identify

valid events and generate the gates needed to process
them.

The SPM was then interrogated and when all of the
MWPC words had been read into the SPM, the con-
tents of the SPM were read into the MBD memory
through a specially designed CAMAC input gate,
the inhibit was ended, and the system was ready to
receive the next event.

F. Data acquisition program

The on-line data acquistion was controlled by a
computer program DAIsY (Ref. 24) which buffered
the data coming from the MBD, wrote the data on
magnetic tape for later off-line analysis, and in the
case of "perfect" events (those having only one hit
wire registered in each of the eight wire planes) gen-
erated a variety of histograms and two-parameter
plots which were stored on a rotating disk and
made available for run-time display and diagnostic
purposes. Two examples of particular interest are
shown in Fig. 10. The first, shown in Fig. 10(a), is

the "target projection, " i.e., the horizontal and vert-
ical coordinates of the scatterings in the L H2 target
as inferred from the hits registered in W& and W2.
The elongation in the horizontal direction arises
from the fact that the spectrometer was set at a
large angle and reflects the finite length of the L Hq

target. The display shown in Fig. 10(b) is a plot of
the approximate momentum po (estimated from the
angle of magnetic deflection) vs tt2, the time of
flight through the spectrometer, and shows how

protons can be distinguished from deuterons of the
same momentum.

G. Data taking procedure

The data were obtained in two sets of runs, some
six months apart, in which different methods were

used to vary the scattering angle accepted by the
spectrometer. In the first set the spectrometer was

positioned at 0', and data of high statistical accura-
cy (-200000 master gates) were obtained for each
of three different magnet currents. As the current
was lowered, the O, -acceptance region of the spec-
trometer shifted to larger 0, values, providing data
on dcrldQ' for 174.5 & 8" & 180'. In the second set
of runs the spectrometer position was changed in 4'

steps from 0' to 60'. The magnetic field of the spec-
trometer was decreased as the angle increased, to
match the decreasing momentum of the scattered
protons. The number of master gates obtained at
each angle varied from -200000 at 0' to -38000
at each of the seven largest angles, to some degree
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reflecting the variation of do/de*. For each run
obtained with the I.H2 target filled, a background
run was obtained with the target cell emptied. The
number of master gates obtained for each empty-
target run was typically -3% of the number ob-
tained with full-target runs; the time spent on back-
ground runs was -30% of the total data acquisi-
tion time.

resolution effects within the spectrometer (+0.08' at
-0' to +0.24' at -60'), and from uncertainties in
the spectrometer position and the MWPC align-
ment (+0.10'). Combined in quadrature these give
overall uncertainties in laboratory angle ranging
from +0.16 at -0' to +0.52' at -60'. The corre-
sponding errors in ee range from +0.27' at —180'
to +0.97' at -SO'.

H. Normalization

Relative normalization of individual runs was
provided by both the toroidal proton-beam monitor
and the left-right neutron-beam monitor, N-MON,
which were consistent within 1.6%%uo. For target-full
runs, the ratio of the number of counts in N-MON
and in H-MON remained constant within 1.1%
(essentially the statistical accuracy of the H-MON
count), which indicated constancy of the LH2 tar-
get thickness. The N-MON count was used for the
relative normalization of runs since it was propor-
tional to the integrated neutron flux for both full
and empty targets. It was recorded by a sealer
which was gated off by the spectrometer (master
gate) inhibit, so as to make a deadtime correction
unnecessary. The deadtime could be measured,
however, by comparing the gated N-MON count
with the N-MON count recorded by an ungated
sealer. Typical deadtimes were 20% for target-full
runs and 2% for target-empty runs.

For spectrometer angles up to 13', deuterons
from the reaction np~dm were detected along
with the protons from n pelastic -scattering. Since
the cross section for the pp~dm+ reaction is
reasonably well known (-S%%uo accuracy ), and by
isospin conservation is expected to be twice the
cross section for np~dm, the yield of deuterons
can be used to determine the product N, N„, where
N, is the number of target hydrogen atoms per cm
and N„ is the number of incident neutrons passing
through the target during a run. The estimated
overall accuracy of this determination of N, N„ is
-7%. This provided absolute calibration of N-
MON with 7% accuracy. This calibration tech-
nique is discussed in more detail in Sec. III 84.

I. Angular uncertainty

The uncertainties in laboratory scattering angle
arose from multiple scattering in the LH2 target
and scintillator S& (+0.10' at -0' to +0.45' at
-60'), from multiple scattering and geometrical

III. DATA REDUCTION AND ANALYSIS

There were two stages in the analysis, involving
two FORTRAN programs, KIOWA and TEWA. The
function of TEWA was to read the raw data tape
generated by DAISY, to apply preliminary cuts to
the data, to calculate p, H„and P„and to write
these and a number of other parameters for the
event onto an intermediate tape. The program
KIOWA was used to read this tape, apply various
corrections to the data, impose final cuts, separate
deuterons from protons, sort the events of interest
into a variety of histograms and two-dimensional
plots, and calculate the cross section values.

A. TEWA

The most critical and time-consuming job done
by TEWA was that of determining the momentum of
the particle in an event fram the MWPC hit posi-
tions and the magnetic field map. Since this took,
on the average, 12 ms of CDC 7600 computer time
per analyzed event, it was important not to process
unuseful and grossly defective events An exa.mple
of the latter is an event in which a cluster of more
than seven adjacent wires all registered hits. Less
severely defective events could be treated, but the
discussion of that treatment will be deferred (see
Secs. III A 2 and III A 3).

1. Perfect events

By a perfect event is meant one in which a single
hit ar cluster is registered in each of the eight wire
planes (this was the case for -90% of the events. )

If a cluster is observed its center is taken as the hit
position. With perfect events the angle of magnetic
deflection a is easily determined, and from this an
approximate value po for the momentum of the par-
ticle is given by
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po ———f By /d 1 /,
where

II;= f (u &(B)„dl

where k is a constant, B„ is the vertical component
of the magnetic field B, d 1 is a line element along
the trajectory, and the value of

By /d 1
/

and

I
I*, = f dl f (u XB)„dl—

is that determined for a typical path at each magnet
current. The equation of motion of the particle, de-

rived from the Lorentz equation, is

d r 8 ~
dlz p

=—uxB,

where r is the position vector of the particle,
u=v/~ v

j
is a unit vector along the line element

d 1, and e and p are the charge and momentum of
the particle, respectively. The numerical integration
of this equation is done in the magnet reference
frame, shown in Fig. 11. Since the largest and most
important deflection component was the horizontal,
attention will be focused on that. The initial coor-
dinates x' and z' and slope (dx/dz)' of the trajectory
as it crossed the "start plane" (i.e., the midplane be-
tween Wi and W2) were determined from the hit
wires of Wi and W2. The calculated slope (dx/dz)*
and coordinate x* of the trajectory where it inter-

sected the "end plane" (i.e., the midplane between

W3 and W4) were then determined for a particle of
momentum po by numerical integration of the x
component of Eq. (2) through the spectrometer,
making use of the stored magnetic field map. The
results are

I I
X f, dl f, (u XB),dl .

The only approximation made in arriving at the
above is that

dz dz

dl dl

which generally is true to better than l%%uo. In gen-

eral, the measured slope (dx/dz) and coordinate
x will differ from the calculated values (dx/dz)*
and x~. If it is assumed that the initial coordinate
x' and slope (dx/dz)' are in error by amounts g and

g, respectively, and that the true momentum p and

the estimate pp are related by the formula

1/p =p+(1/po),

then the statistical function g which measures the
goodness of agreement between the measured and

true values of the coordinate and slope at the start
plane and at the end plane is

1x=' +" +
g 2 g 2 g 2

dX

dz

dx e , dl

dZ Pp dZ
1+

(X4

dX dl
+g+pe Ii-

dz dz

&&[x~+g+(z~ z')rl+peI2 ——x ]

'0 2
dX

dz

x ~ =x'+ (z~ —z') + I2,
dZ Pp

(4)
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FIG. 11. Schematic diagram of the spectrometer

geometry, showing the relationships between coordinate

systems and also identifying some measured quantities

and some of those calculated in the analysis.

where the standard deviations g; are estimates
based on wire-plane resolution, cluster size, and
multiple scattering effects. The terms in the first
pair of square brackets are the differences between

the "true" and measured coordinates at the end

plane while those in the second are the differences
between the true and measured. slopes at the end

plane. Minimization of 7 was achieved by setting
the derivatives BX /Bp, ar'/ag, and BX /871 equal

to zero and solving the resultant simultaneous equa-
tions for p, g, and il. These corrections could be
used to generate new starting values for an iteration
of the procedure, but experience showed that a sin-

gle iteration was sufficient to yield a momentum



M. L. EVANS et al. 26

value correct to within 0.5%. Similarly, it was
found by experience that 7 minimization for the
vertical motion was unnecessary.

tions to the symmetry plane of the L H2 target, and
other calculated quantities. At the end of each run,
all of the sealer information for the run was also
written onto this tape.

2. Missing coordinates

Events could be analyzed if no more than one x
and one y coordinate were missing. From an inves-

tigation of perfect events it was determined that
straight-line projections of the incident and final
trajectories came close to intersection at a plane
called the "symmetry plane" of the magnet (see Fig.
11). The location of this plane varied with the mag-
net current but was never far from z= —1.0 cm and
was reasonably well determined. This fact made it
possible to supply a value for the missing coordi-
nate when, because of inefficiency or a defective
wire, one of the wire planes failed to register a hit.
This was done by finding the intersection of the
well-determined projection given by two of the
coordinates with the symmetry plane, and then con-
structing a straight line between that point and the
third available coordinate. The intersection of this
line with the missing plane provided the missing
coordinate.

3. Multiple clusters

Events containing up to 15 wire-plane hits were
accepted by the data-acquisition system. These
could arise from accidental coincidences between
real events and noise pulses or ambient background
pulses, or could be caused by two real particles
traversing the spectrometer. The case when only
one x and/or y plane had multiple hits was handled
easily by treating the coordinates of the planes in-

volved as missing coordinates. More complex hit
patterns were handled by considering all possible
combinations, doing the numerical integration for
each in turn and keeping the two solutions having
the smallest value of 7 . The information on both
of these was written onto the intermediate tape.

4. Output

After reconstruction of the event and minimiza-
tion of 7, TEWA wrote all available information on
the event onto the intermediate tape. This included
the calculated momentum and 7, t&2, pulse heights
in S& and S2, hit-wire positions, scattering angles,
magnetic deflection angles, path length I, projec-

B. Code KIOWA

The code KIOwA was basically a histogramming
and plotting code, modified to perform several oth-
er functions as well. It read the intermediate tape
generated by TEWA and, event by event, applied
various cuts and corrections before incrementing a
wide variety of histograms and two-dimensional ar-
rays. It determined, for example, whether the event
fell in the safe region of Fig. 7, made the coordinate
transformation from the spectrometer reference
frame to the n psc-attering (laboratory) reference
frame and corrected t~2 for the discriminator time
walk in the signals from Si and Sz and for the
dependence of the Sq timing on the position of the
event within the scintillator. In addition, identifica-
tion of the particle mass and a compensation for
MWPC granularity effects were made, as will be
discussed in more detail below. Finally, from the
observed particle momentum and angle, appropriate
kinematic relationships were used, for protons and
deuterons separately, to determine the incident neu-

tron energy on the assumption that elastic scatter-
ing (or the np~dtr reaction) had taken place. In
this way, a reconstructed incident neutron energy
spectrum could be obtained.

When all of the events in a run had been read and
stored in appropriate arrays, these arrays were
printed out and the cross section values were calcu-
lated. The analysis of the data using KIOWA always
involved at least two passes, and usually several
more. The preliminary passes were made with rela-
tively loose cuts and were primarily diagnostic runs,
in which placements of final cuts were determined.

1. Particle identification

It was seen in Fig. 10(b) how mass identification
of the particle can be made from a plot of p vs ti2.
Unfortunately, the separation of protons from deu-
terons on such plots was less than perfect because
accidental coincidences between real events and
background sometimes caused an erroneous value of
t~2. Therefore, some of the events on the deuteron
side of the cut on that plot were actually proton
events. These were identified by placing a narrow
window about the momentum expected for n-p elas-
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tic scattering and plotting the pulse height observed
in S2 vs ti2 for events which fell on the deuteron
side of the p vs t i2 cut. Since protons and deuterons
of the same momentum gave different pulse
heights, it was easy to distinguish true deuterons
from protons which had been mistakenly identified

by thep vs t» cut.

2. MS'PC granularity

The discreteness of the coordinate information
provided by the MWPC s caused artificial irregular-
ities to appear in the angular distributions. The
cause of this problem was the incompatibility be-

tween the lattice of rectangular coordinates in
which the scattering angle of the particle was mea-

sured and the spherical coordinate system in which
the events were binned. In the limit of very small
wire spacing, of course, the effect becomes negligi-
ble, but with the 2 mm wire spacing in the MWPC's
it was significant. The problem was made worse in
some regions of Wi and IV2 by the fact that two or
three neighboring wires became short-circuited to
each other, resulting in an effective wire spacing of
4 to 6 mm. The solution adopted was to randomize
the discrete coordinates of Wi and 8'z into tra-
pezoidal distributions about the discrete values,
having widths comparable to the wire spacing (or
the width of the group in the case of shorted wires),
before calculating the scattering angles. Further de-

tails are given in Ref. 7.

setting, the window was placed to enclose the CE
peak of this reconstructed spectrum without includ-
ing too much contribution from regions outside the
peak. This somewhat arbitrary procedure became
less certain as the effects of energy loss and multi-
ple scattering increased. A further consequence of
these effects was to shift some particles out of the
CE peak into the reconstructed valley and vice ver-
sa. Optimum placement of the window would be
achieved if the numbers crossing out of and into the
window were balanced. A correction for imperfect
placement of this window will be discussed in Sec.
III C 2.

4. Cross section calculation

Background runs made with the L H2 target emp-

ty were treated in exactly the same way as target-
full runs. Full-target runs at a common spectrome-
ter setting were simply added together, and empty-
target runs, normalized to the same gated N-MON
count, were subtracted. The summed data were
then sorted into 8 bins of width 5.5 mrad, all fall-

ing entirely within the safe region of the spectrome-
ter acceptance (Fig. 7). The same procedure was
followed separately for protons and deuterons.

The yield of protons in the nth 8 bin (8i & 8 & 8q)
with mean angle 8„ is given by

do(8„)
( F~ )„=N,N„2m (cos8 i —cos8& )e(8„),

3. Neutron spectrum and momentum windom

Because the uncertainties caused by multiple
scattering and energy loss were smallest in runs
with the spectrometer at 0' in the laboratory frame,
the neutron spectrum reconstructed by KIOwA from
recoil proton data in the 0' runs gave the most accu-
rate determination of the incident neutron beam
spectrum (Fig. 2).

One objective in the analysis was to ensure that
only events produced by neutrons from the high-
energy CE peak in the spectrum were used in the
cross section determination. This was true both for
the protons from n pelastic sc-attering and for the
deuterons from the np +dnreact-ion. . The place-
ment of a window on the peak in the reconstructed
neutron spectrum was complicated by the effects of
multiple scattering and energy loss, which
broadened and shifted this peak as the spectrometer
was moved to larger angles. For each spectrometer

where do(8„)/dQ is the n pdifferential -cross sec-
tion (laboratory) and e(8„) is the geometrical effi-
ciency factor (Fig. 5). Similarly, the yield of deu-
terons in the rnth 8 bin (corresponding to
8;*&8'&82 in the c.m. system) with mean angle
8~ (laboratory) is given by

g

(&d) =N, N„e(8 ) f, , dQ
1

(9)

where do/dQ» is the c.m. differential cross section
for the np~dn reaction, presumed to be one-half
the cross section for pp~dn. +. Since this cross
section is known, Eq. (9) can be solved for N, N„,
thus determining the proportionality between the
N-MON count and N, N„, and in effect calibrating
N-MON.

Actually, what was done was to start with the ex-
isting parametrizations of the total and differen-
tial cross sections for pp~dm + and to account for
the mass difference between that and the np~dm.
reaction by assuming the cross sections to be the
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same (except for the factor of 2 from isospin con-
servation) at the same deuteron c.m. momentum.
The proton energy in pp —+d~+ corresponding to
the mean neutron energy in the present experiment
(647.5 MeV) was 65S.4 MeV, at which the total
cross section for pp~dm. + was taken to be 2.86
mb. In accord with the usual procedure the c.m.
differential cross section was assumed to have the
functional form

do'
~A+cos 8*+8cos"8*,

dQ* (10)

with provisional values of A and B as given in Ref.
25. The present deuteron data were then analyzed
to determine the relative angular distribution for the
np ~de reaction, and the results were least-

I

squares fitted with Eq. (10), providing a new deter-
mination of A and B. These values (2=0.235;
B=—0.411) were then used in a final determination
(with statistical accuracy —1%) of the N-MON
calibration in terms of N, N„using all of the deu-
teron data. With N, N„determined, the n p-dif-
ferential cross section values could be calculated
from Eq. (8). It is appropriate to note here that if a
future determination of 0„(647.5), the total cross
section for the np~drr reaction at 647.5 MeV,
leads to a better value than 1.43 mb, then the n-p
differential cross section values presented in this pa-
per can be corrected accordingly through multipli-
cation by the factor 0„(647.5)/1.43 mb

The statistical error for the nth 8 bin at a given
spectrometer setting was calculated using the for-
mula

o„=[(of) pg +C (o, )„]' / I 2n N N„e(8„)(cos8
&

—cos8z )I,

where (of)„and (o,), are the standard deviations
for the nth bin of the target-full and target-empty
runs, respectively, C is the normalization factor ap-
plied to the target-empty runs, and the value of
N, N„ is that calculated for the target-full run.

C. Other corrections

No correction was needed for deuterons coming
from the reaction n+p~y+ d because the win-

dow imposed on the reconstructed incident neutron
energy spectrum was narrow enough to exclude
such deuterons from the momentum region where
the dm' deuterons were found. The cross sections
for other inelastic reactions are small and involve
three-body final states, and therefore contributed
very few events to the tightly constrained kinematic
regions where the two-body reactions were found.
Another source of error was the elastic p-p scatter-
ing of the recoil protons, primarily within the L Hz
target. Such protons could be scattered into or out
of the spectrometer acceptance region. Since the
yield loss from this effect was estimated to be quite
small (&O.S%) and the outscattering was compen-
sated to some extent by inscattering, no correction
was made. Two types of additional corrections,
were made, however.

1. Absorption corrections

The probability of a recoil proton being absorbed
while emerging from the LH2 target or passing

I

through elements of the spectrometer was estimated
from the amount and nature (-95% hydrogen) of
the material traversed, using available data on p-p
inelastic cross sections. The correction ranged from
zero for protons with energies below the threshold
for pion production to -0.5% at the highest proton
energies. A similar correction for outgoing deu-
teron absorption was determined through an at-
tenuation calculation using the d-p total cross sec-
tion as given numerically by the spline fit of
Seagrave. The correction varied smoothly from
1.7 to 2.0% as the deuteron momentum changed
from 1400 to 1200 MeV/c.

2. 8'indour corrections

The location and width of the window placed on
the CE peak of the reconstructed neutron spectrum
were important factors in the experiment. Ideally,
only events caused by neutrons from within a corre-
sponding CE window in the incident neutron spec-
trum would be used in the analysis. Actually, be-
cause of indeterminate energy and angle changes
caused by energy loss and multiple scattering in the
target and spectrometer, a certain number X;o of
the events initiated by neutrons within the CE win-
dow of the incident neutron spectrum fell outside
the window (called the KIowA window) placed on
the neutron spectrum reconstructed by KIOWA.
Similarly, of the events initiated by neutrons of en-

ergy outside the CE window, a certain number No;
fell inside the KIOwA window on the reconstructed
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neutron spectrum. If N;; is the number of events
caused by neutrons of energy within the CE window
which fell within the KIOWA window after event
reconstruction, then the number of events which fell
within the KIOwA window and were tallied was

N;;+No;, while the number which should have
been tallied was N;; + N;0.

These experimentally unobservable numbers were
determined through use of a Monte Carlo calcula-
tion which simulated the n-p scattering experiment
as accurately as possible. For each simulated event,
a neutron of energy chosen randomly from a proba-
bility distribution approximating the incident neu-

tron energy spectrum was made to undergo CE
scattering at a point in the LH2 target chosen ran-

domly from a distribution reflecting the spatial pro-
file of the neutron beam in the target. A random
scattering angle in the range 0' —63' (laboratory)
was chosen, and the momentum and kinetic energy
of the recoil proton were calculated. The energy
was corrected for energy losses in the target and
spectrometer, and the recoil proton angle was
changed by an amount randomly chosen from a
probability distribution which approximated the
multiple scattering distribution. Starting with the
altered angle and energy, the simulated event then
was processed in exactly the same way as a real ex-

perimental event was processed by KIOWA, i.e., n-p
kinematics was used to calculate the incident neu-

tron energy, and it was determined whether or not

the event fell within the KIowA window used in the
analysis of real data at the appropriate spectrometer
setting.

The results of such a calculation for 400000 neu-

trons gave a distribution of events which simulated

that which was observed in the experiment. These
events were grouped into 4' angle bins correspond-

ing to the spectrometer settings used in the experi-
ment, giving -20000 events for each setting. In
the process, the unobservable numbers X;;,Ã;0, and

No; were determined for each spectrometer setting.

This Monte Carlo calculation was used first to
determine the optimum placement of the CE win-

dow on the reconstructed neutron spectrum for the
0'.pectrometer setting, i.e., the best available deter-

mination of the true incident neutron spectrum.
For this calculation the CE window on the incident
neutron spectrum and the KIOWA window on the
reconstructed neutron spectrum for 0' spectrometer
setting were taken to be the same, and the calcula-
tion was repeated with window adjustments until

N;o and No; were both small and equal for the 0'

spectrometer setting; for the other spectrometer set-
tings the KIOWA windows were the same as those

used in KIowA. At this point, small differences be-
tween the centroids of the CE peaks in the spectra
produced by KIOwA and those produced by the
Monte Carlo simulation were noted. The KIOWA

windows used in the simulation were then displaced
to compensate for these differences, preserving their
widths, and the calculation was repeated once more.
From the results of this final calculation the win-
dow correction factor

(N;&+Nro )/(Na +Nor )

was determined for each spectrometer setting.
The cross section values produced by KIOWA

were multiplied by these factors, correcting for im-
perfect window placement. The corrections were
generally small at small spectrometer angle settings
but became as large as 4% at some of the larger an-
gles. The fractional accuracy of the corrections is
estimated to be 10%. Such corrections were not
needed for deuterons because their momenta were
always so high that energy loss and multiple
scattering effects were unimportant.

IV. RESULTS AND DISCUSSION

A. Results

As was noted earlier, the data were obtained in
two sets of runs some six months apart. The first
set covered only a small angular range at back an-
gles (174.5'&8*&180') and was obtained with a
neutron beam of somewhat lower energy (632 MeV)
than the second (647.5 MeV). The variation of
do/dQ~ with angle was virtually identical in the
two data sets, and their absolute normalization dif-
fered by less than 1% (well within the statistical un-
certainties involved). Since the elastic cross section
varies only slowly with energy in this energy region
the results for the two data sets were simply aver-

aged, and because the second data set was much
more comprehensive the energy quoted for the final
results is 647.5 MeV.

The final center of mass differential cross section
values are presented in the form der/dQ~ in Table I,
as well as in the alternative form der/du (where —u

is the square of the neutron four-momentum
transfer), along with the corresponding center of
mass angles 0~. The errors quoted are those calcu-
lated using Eq. .(11) and are statistical only. Most
of the corrections discussed in Sec. III were smaller
(and their uncertainties were much smaller) than
these statistical errors. The uncertainties in the 1.7
to 2% deuteron absorption correction contributes
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negligibly to the normalization uncertainty of 7%
(see Sec. II H) which is assigned to the entire angu-
lar distribution. As noted in Sec. III B4, these cross
section values can be renormalized if a more accu-
rate value for the np~dn total cross section be-

comes available. As noted in Sec. III, the uncer-
tainties of 8* range from +0.27' at -180' to
+0.97' at -50'.

B. Comparison with other experiments
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A comparison of the results of this experiment
with the results from PPA and Dubna is presented
in Fig. 12, and a comparison with the Saclay re-
sults in the charge exchange region is presented in
Fig. 13. Our cross section values are seen to fall be-
tween those from Dubna and PPA, but they are in
reasonably good agreement with the Saclay data ex-
cept at the largest angles (8*& 175'},where a differ-
ence in the shape of the backward peak is apparent.
A reason for believing that the shape exhibited by
the present experimental results is more reliable will
be discussed in Sec. IVD. A plausible explanation
for possible errors in the Saclay measurements at
these extreme back angles is the high counting rates
in the scintillator hodoscopes used as detectors in
that experiment when in the direct neutron beam.

The data of Ref. 8 are not shown in Fig. 13 be-
cause they would distract from the comparison with
the Saclay results. Furthermore, that experiment
and the one reported here were done with the same
apparatus, largely the same techniques, and many
of the same personnel and thus is not a completely
independent experiment. Not surprisingly, the re-
sults reported in Ref. 8 at nearby energies differed
very little from the results reported here, except
that, on the average, the cross section values of Ref.
8 at 636.2 MeV were slightly larger and those at
660.4 MeV slightly smaller than the 647.5 MeV re-

sults reported here.
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C. Phase shift fit

Also shown in Figs. 12 and 13 is the differential
cross section curve produced by a phase-shift fit la-
beled C650. This fit was obtained with the comput-
er program of Amdt and VerWest using an ex-
tended set of both published and unpublished n-p
and p-p data in the 590—709 MeV energy region.
The n-p data base included the LAMPF differential
cross section data, including the present results,
but not those from PPA, Dubna, and Saclay. In
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FIG. 12. Comparison of n-p differential cross section measurements near 650 MeV. The results of the present experi-

ment (~) at 647.5 MeV are compared with the PPA results (0) (Ref. 3) at 649 MeV, the Dubna results (Q) (Ref. 4) at 630

MeV, and the results of a phase-shift fit, C650 (solid line) obtained with the code of Amdt and Ver&est (Ref. 30).

addition, it included total cross section data from
Dubna ' and PPA (Ref. 32); polarization and
analyzing power data (n-p or p-n) from Berke-
ley, ' Dubna, and LAMPF (Refs. 40 and
41); Wolfenstein triple scattering parameter mea-
surements (n-p or p n) from-Berkeley ' and Dub-
na (Refs. 35—37, 44, and 45); and an n pspin-
correlation measurement from LAMPF.

The fit was made with 34 free parameters, in-

10

7

m 6
E

5

b

eluding coupling parameters up to e6 and partial

wave phase shifts up to J6. The I=1 phase
parameters were determined mostly by the p-p data
and the I=0 parameters by the n-p data. The n-p

data set included 842 points and the X value for the
fit was 727. The error corridors indicated by
dashed lines in Figs. 12 and 13 show the range of
predictions given by fits for which the value of P2

per datum increased by 1.0 above its minimum

value. It is clear from Fig. 12 that more and better
differential cross section measurements at small an-

gles (0* & 50 ) are needed in this energy region.
In the 7 minimization process it is customary to

float the normalization of data from individual ex-

periments. The normalization factor obtained for
the present data in fit C650 was 1.0616. This is

within the 7%%uo normalization uncertainty we have

assigned to these data due to uncertainties in the

pp —+de + cross section and possible isospin nonin-

variance.

I

145
I

155
I

170 180150
I I I

160 165 175
8' (deg)

FIG. 13. Comparison of the n-p large angle (charge-
exchange) differential cross section measurements of this
experiment (~) with the Saclay measurements (0 ) (Ref.
S) at 649 MeV, and with the phase-shift fit C650.

D. Charge exchange region

The shape of the peak in the backward angle (CE)
region is undoubtedly influenced by one-pion ex-

change (OPE) effects but is not well understood. In



26 DIFFERENTIAL CROSS SECTION FOR n-p. . . 2543

Born approximation the OPE amplitude goes to
zero as —u (square of the neutron four-momentum
transfer) goes to zero, i.e., as 8~ goes to 180'. A
suggested explanation for the presence of a sharp

peak rather than a minimum in da/du at u =0 is
destructive interference between the OPE amplitude
and a slowly varying background amplitude, but a
quantitative explanation for the observed shape
remains to be given. It has long been known,
however, that the shape was well described by the
empirical double-exponential formula:

IOO

80

~ 70

& 60

g 50

F 40

~ 300
b 20-

do p&u p2u=Ex )e +cxge (12) IO—

Obtaining values of ai, a2, Pi, and P2 by least-
squares fitting to this formula provides a con-
venient way of comparing the data of the various
experiments in the CE region (145&8~ &180').
The results of such fitting are presented in Table II,
along with the values of X„(chi squared per degree
of freedom) which measure the goodness of each fit.
The parameters obtained for the fits to the data of
Ref. 8 are not shown, but are in agreement with
those of the present experiment and have compar-
able uncertainties and X~ values. The parameters
obtained for the fits to the Dubna, PPA, and Saclay
data are not in agreement with each other or with
the fitting parameters of the present experiment.
The very small X„value for the Dubna data is a
consequence of the relatively large error bars of the
data and the few degrees of freedom available to the
fit. The excellence of the fit to the present data is
shown in Fig. 14.

An alternative and more sophisticated way of
determining the plausibility of the shape of the
backward peak in the angular distribution is to use
the pole-extrapolation method of Chew to extract
the pion-nucleon coupling constant from this shape.
In this energy region the method should give a
value which is reasonably accurate. The method
is based on the conjecture that there are poles in the
real part of the nucleon-nucleon scattering ampli-
tude due to single pion exchange at the unphysical
values,

I

0.00 0.02 0.04 0.06 0.08
-u (GeV/c)

I

O.IO O.I2

FIG. 14. Double exponential fit to the large angle
(0*)145') data of the present experiment, given by the
parameters of Table II in Eq. (12}.

cos8~ =+(1+@/2k ),

d 0 g (1+cos8*) A

dQ4 4+2 2
(13)

where E=(k +m )'~ is the total energy of the
neutron in the c.m. system. The first term in this
expression is the one-pion contribution and the oth-
er two represent higher order processes. While A

and B are unknown functions of x, it is known that
they are finite at x =0. Thus, from Eq. (13) and

the definition of x a new function of x can be gen-
erated

where p is the pion rest mass and k is the nucleon
c.m. momentum, as well as branch points at

cos8*=+(1+4' /2k ), +(1+9p, /2k ), . . . ,

owing to higher order processes. For n-p charge-
exchange scattering the ( —) signs are applicable
and p is the mass of the charged pion. More specif-
ically, the differential cross section may be written
in terms of the pion-nucleon coupling constant

g =(2m/p) f (m is the neutron rest mass) and
the quantity x =cos8~+ I+p2/2k2 as

TABLE II. Two exponential fits to the charge-excharge data in the 650 MeV energy region.

Expt.
No. of

Ref. T (MeV) Points ai

Dubna
ppA
Saclay
Present

630
649
649
647.5

6
11
50
36

54.9+4.5
40.7+3.5
38.5+1.7
47.2+1.0

106+15 56.6+2.8
183+35 37.0+2.2
119+11 45.7+1.6
165+8 48.3+1.0

5.04+0.61 0.12
10.1 +0.8 0.97
7.73+0.53 1.85
7.06+0.33 0.94
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TABLE III. Pion-nucleon coupling constant determination from this experiment.

145'& 0*& 180'
P(n) f2

104'& 8*& 180'

P(n) f2

2
3
4
5
6
7
8
9

10

22.07
4.704
1.133
1.010
1.043
1.078

1.00
1.00
0.97
0.06
0.14

imaginary
0.0418+0.0015
0.0650+0.0020
0.0742+0.0042
0.0749+0.0102
0.0712+0.0234

19.36
10.59
7.444
2.559
1.216
1.099
1.001
1.010
1.023

1.00
1.00
1.00
1.00
1.00
1.00
0.41
0.24

imaginary
imaginary

0.0183+0.0024
0.0489+0.0014
0.0639+0.0017
0.0695+0.0023
0.0759+0.0030
0.0740+0.0048
0.0723+0.0073

y(x)=x da

4

4E
(x —p /2k ) +Ax+Bx (14)

O. l 0

0.09

0.08

in which the last two terms containing the unknown
functions A and 8 vanish as x goes to zero, yielding

(15)

n —1

f(x)= g a;x'
i=0

to the physical values of y(x) calculated with Eq.
(14), and taking y(0) =f(0)=ao, yielding

g4p2' f4ni 4

y(0) =
4E' 2k'

i
k'(k'+m')

Since values of x smaller than p, /2k are un-

physical, the value of y (0) is obtained by extrapola-
tion of y(x) from the physical region. This is done

by making a least-squares fit of the n-term polyno-
mial

0.07
f2 [a (k2+ni2)]1/2(k/nt)2 (17)

0.06

& 0.05

Cy

0.04

Ol
X

0.03

0.02

0.01

0pp I l I 1 I l I l I l I

-0,02 0.02 0.06 0.lp O. I4 O.I8 0.22
x = cos (e+ )+i.o~zoz

FIG. 15. Five term polynomial fit of Eq. (16) to values

of the function g'(d0/dQ*) calculated from the large
angle (8*~ 145') cross section data of the present experi-
ment. The fit is extrapolated to the pion pole in the un-

physical region (shown by +) to determine the pion-
nucleon coupling constant [Eq. (17)].

Two sets of polynomial fits were made, one for
the angular range of the double exponential fit dis-
cussed above, 145'& 8* & 180', and the other for the
larger angular range 104'& 8* & 180'. For each set
the number of terms in the polynomial was varied
from 2 to 10, and two criteria were used to deter-
inine the optimum number of terms. The first was
that X„be a minimum. The second was a deter-
mination by means of the F test ' of whether the in-
clusion of another term in the polynoinial signifi-
cantly improves the fit. In this test the probability
P(n), that addition of the nth term to the expansion
results in significant reduction of X„,is calculated.
As n is increased, P (n) should be near 1.0 as long as
the added terms are improving the fit, but a sharp
drop in the value of P(n) indicates that the nth
term did not improve the fit and is not needed.
Ideally, the saine number of significant terms
should be indicated by the X„minimum and the
dropoff of P(n).

The values obtained for g„,P(n), and f for the
polynomial fits to data in the two angular regions,
for increasing numbers of terms, are presented in
Table III. It will be noted that, for each data set the
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TABLE IV. Comparison of pion-nucleon coupling constant determinations obtained from

n-p data in the charge-exchange region (8*y 145') near 650 MeV.

Expt.

Dubna
PPA
Saclay
Saclay'
Present

Ref.
No. of
Data

6
11
50
44
36

0.020
1.085
1.190
1.178
1.010

P(n+1)

0.38
0.29
0.07
0.49
0.06

0.0521+0.0089
0.0717+0.0117

imaginary
0.0501+0.0133
0.0742+0.0042

'Excluding the six points with 0*& 176'.

number of significant terms indicated by both cri-
teria is the same, n =5 for the smaller angular
range and n =8 for the larger. This optimum fit
for the smaller angular range is shown in Fig. 15.
The values of the pion-nucleon coupling constant f
given by the two data sets are in agreement. The
value f =0.0759+0.0030 given by the more ex-

tended set is presumed to be the better value, largely
because the dropoff in p(n) near the I minimum is

more abrupt for that set. This value of f is in

good agreement with values scattered about

f =0.08 obtained from analysis of pion-nucleon

scattering; a recent determination yields

f =0.0769+0.0020. It also is in agreement with

the value f =0.0762+0.0043 obtained from a
phase-shift analysis of p-p scattering data.

It is of interest to use this same procedure to
determine the f values given by previous n pCE-
cross section measurements in this energy re-

gion. In Table IV, the results obtained in such
an analysis for the angular region 145'&|)~ &180'
are compared with the result given by this experi-
ment. The most reasonable value of f and that
with the smallest statistical uncertainty is the one

given by this experiment. With one exception, the
goodness of the fit was measured by P„ is also best
for the present data. The small value of X„2 for the
fit to the Dubna data comes from the very few de-

grees of freedom in the fit, and the value of f ob-

tained is far from the accepted value. The fact that
the value of f obtained from the Saclay data is

imaginary if all of the data are included but more
reasonable if the data for 8* &176' are omitted
reinforces the belief that those back-angle points are
suspect, and that the shape of the angular distribu-

tion in the CE region is that indicated by the

present experiment.

V. CONCLUSIONS

It appears that previous discrepancies have been
resolved and that the n-p differential cross section
in this energy region is well determined for angles
50'& 0~ & 180'. There is relatively good agreement
in the CE region between the present data, those
from Saclay (excluding six points for 8* &176'),
and those of Ref. 8. A good value is extracted for
the pion-nucleon coupling constant from the
present experiment, and there is relatively good
agreement over the entire angular range
50'& g~ & 180' between the data of this experiment
and the phase-shift prediction, both in shape and
normalization (within our normalization uncertain-
ty). More and better measurements are needed,
however, for the forward angle region 0'& 8* & 50'.
Nonetheless, the present results together with recent
I.AMPF analyzing power ' ' and spin correlation"
results have considerably reduced the ambiguities
that previously existed in the n-p I =0 scattering
matrix. "
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