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The differential cross section for n-p elastic scattering at 801.9 MeV has been measured with high
statistical precision and good relative accuracy over the angular range 60° < 8* < 180°. The absolute
normalization is based on the simultaneously observed yield of deuterons from the np— d#° reaction
and is good to 7%. A nearly monoenergetic neutron beam, produced by proton bombardment of a
liquid-deuterium target, was directed through a liquid-hydrogen target. The angle, velocity, and
momentum of charged particles ejected from the target were measured in a magnetic spectrometer
equipped with multiwire proportional chambers and timing scintillators. The results are in good
agreement with earlier Saclay and LAMPF data and include an angular region not covered before.
The pole-extrapolation method of Chew was used to extract a value f2=0.07540.005 for the pion-
nucleon coupling constant which is in agreement with accepted values, thus providing evidence for
the accuracy of the shape and normalization of the angular distribution.

I. INTRODUCTION

In recent years, much progress has been made toward a
determination of the nucleon-nucleon interaction in the
energy region from 200 to 800 MeV. The quality and
variety of p-p elastic scattering data are now sufficient for
the establishment of unambiguous and relatively accurate
I =1 phase-shift solutions for the whole energy region.
The accumulation of good n-p scattering data for energies
up to ~650 MeV has led to a similar but less accurate
determination of the I =0 phase shifts for that region.'
Above 650 MeV, however, the situation is less certain, be-
cause of the fewer data available, the larger number of
partial waves involved, and the greater importance of
inelasticity.

The N-N data which were available in 1978 are con-
tained in a compilation by Bystricky and Lehar.? For en-
ergies near 800 MeV the n-p data include values for the
total cross section™* and several measurements of the c.m.
differential cross section do/dQ* for various c.m. angu-
lar ranges: for 50°<@* <180° at 817 MeV from the
Princeton-Pennsylvania Accelerator (PPA);’ for
135°<6* < 180° at 772 and 814 MeV from Saclay;® for
110° < 6* < 180° at 771 MeV from the Clinton P. Ander-
son Meson Physics Facility (LAMPF);” and for the for-
ward angle region 10°<6* <65° at 790 MeV from
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LAMPF.® The PPA values are in considerable disagree-
ment with the others. Few measurements of the analyz-
ing power A4(6*) or polarization P(6*) have been pub-
lished,”’~!! but several as yet unpublished sets'>~!5 have
been used in a current phase-shift analysis.l(’ In addition,
there is a small set of polarization transfer measurements
at 790 MeV,'? and a few measurements of the Wolfenstein
D and A parameters.'? In the present paper the results of
a measurement at LAMPF of do/dQ* for the angular
range 60° < 6* < 180° at 801.9 MeV are presented.

II. EXPERIMENTAL METHOD

Since the experiment was performed using the same ap-
paratus and techniques as in a previously reported mea-
surement at 647.5 MeV,'” only the briefest description
will be given here. A nearly monoenergetic neutron beam
was obtained by tight collimation of the 0° neutrons pro-
duced in proton bombardment of a liquid deuterium tar-
get of 10.8 cm thickness.!® The proton beam was magnet-
ically deflected, after passage through the target, and was
stopped behind a shield wall. The neutron spectrum is
shown in Fig. 1. The neutrons used in this experiment
were those in the sharp charge-exchange (CE) peak at the
high energy end of the spectrum. The beam passed
through a liquid-hydrogen (L H,) target of thickness 13.2
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FIG. 1. Momentum spectrum of the neutron beam.

cm, and individual charged particles ejected from the tar-
get were detected in a magnetic spectrometer equipped
with four multiwire proportional chambers (MWPC’s),
which overdetermined the particle trajectories by provid-
ing horizontal (x) and vertical (y) coordinates for the path
at two locations in front of and two behind the magnet.
Thin scintillator planes S, and S, located at the front and
back ends of the spectrometer provided timing informa-
tion. From the deflections of the particles (~22°) and
their flight times through the spectrometer, particle iden-
tification and a momentum measurement of accuracy
~0.7% could be made. The spectrometer could be
moved on an arc centered on the target. It had an angular
acceptance of ~4°, and nominal spectrometer placements
at 4° increments were used in the experiment. The uncer-
tainties in laboratory scattering angle arose from multiple
scattering in the L H, target and scintillator S; (+0.08° at
~0° to +0.30° at ~55°), from multiple scattering and
geometrical resolution effects within the spectrometer
(+0.07° at ~0° to +£0.16° at ~55°), and from uncertain-
ties in the spectrometer position and the MWPC align-
ment (+0.10°). Combined in quadrature these give
overall uncertainties in laboratory angle ranging from
+0.15° at ~0° to £0.35° at ~55°. The corresponding er-
rors in 6* range from +0.36° at ~180° to +0.64° at ~60°.

The neutron beam flux was monitored by a pair of
counter telescopes placed symmetrically at 25° to the left
and right of the beam axis, which viewed a polyethelene
radiator disk of thickness 2.54 cm placed in the beam at
the collimator exit. The calibration for this monitor was
provided by measurement, in the MWPC spectrometer, of
the yield of deuterons from the reaction np—dn’ by iso-
spin conservation the cross section for this reaction is ex-
pected to be one-half of that for the reaction pp—dn,
and the latter cross section is reasonably well known
(~5% accuracy'®). The overall accuracy of this method
of normalization is estimated to be ~7%.2°

The criterion for acceptance of events was a coin-
cidence between signals from S,,S, and signals from at
least three each out of the four x and four y planes. The

data for acceptable events were sent to a computer which
wrote them onto magnetic tape for off-line processing. At
each spectrometer angle, data were taken with the L H,
target cell both filled and emptied, so as to determine the
background scattering from the target cell walls. This
background was 5—10 % of the total, and the fraction of
time spent determining it varied from ~+ where it was
low to ~+ where it was higher. The number of events
accepted for full-target runs varied from ~400000 at 0°
to ~36000 at each of the six largest angles.

In the off-line analysis, the momentum for each event
was determined from the MWPC coordinate data and a
map of the spectrometer magnetic field by a procedure
which began with the coordinates of the incident path and
an estimate of the momentum (given by the overall deflec-
tion); a numerical integration of the horizontal deflection
through the spectrometer was performed so as to obtain
calculated coordinates of the emergent path, which were
compared with the observed coordinates. A X? minimiza-
tion process was then used to adjust the incident coordi-
nates and momentum for optimum agreement between the
calculated and measured coordinate information. Further
details on this procedure can be found in Ref. 17.

Deuterons were distinguished from protons of the same
momenta by the difference in their flight time through the
spectrometer and by the difference in the pulse height
they produced in S,. Since a fraction of the flight times
were corrupted by accidental coincidences, the second test
was an important added constraint.

The deuterons from the np—dn® reaction fall on a
well-defined locus on a plot of momentum versus scatter-
ing angle. These data were analyzed separately to deter-
mine their relative angular distribution in the c.m. system,
which was assumed to have the functional form

do/dQ* =A +cos’6* + B cos*6* .

The values of 4 and B were determined in a least-squares
fit to the data and were found to be A4 =0.317 and
B =-0.471.2! In accord with isospin conservation the
cross section for the pp—dm* reaction is expected to be
twice that for the np—dn® reaction, presumably at the
same deuteron c.m. momentum. The proton energy in
pp—dnt which corresponds to the mean neutron energy
of the present experiment (801.9 MeV) is 809.1 MeV, at
which the total cross section for pp—dm™t was taken to be
0,=1.22 mb. Thus the np—dnY total cross section was
taken to be 0,=0.61 mb in calibration of the neutron flux
monitor.

In the analysis of the n-p elastic scattering data, the ap-
parent incident neutron spectrum was reconstructed from
the observed recoil proton spectrum through use of the
known n-p kinematics. Only events which fell within a
narrow window containing the pd—n quasifree CE peak
of the reconstructed neutron spectrum were used in the
n-p cross section determination. As the spectrometer was
moved to larger angles, the CE peak of the reconstructed
spectrum was broadened and shifted by plural and multi-
ple scattering and energy-loss effects in the L H, target
and the spectrometer, and window placement became less
certain. A correction for imperfect window placement
was generated with a Monte Carlo calculation, which is



MAHAVIR JAIN et al.

568

SY0F08'L 89€0°1 YSOOFYE6'D  69°LY 9T 0FOV'b 0L9%°0 1€0°0F92S°0  ¥TTIT OT'TF8L0T 89900  TEI'OFSSYT  ¥9°SSI
LY OFY6'L S670°'1 LSO'OFIS6'0  6T'89 97'0F69'y L8SH0 1€0°0F19S°0  €67TI1 EITFSLIT 67900  SEI'0F609CT  6€9S1
17'0FL8'S 6086'0  6V00FEOL0 <CTTL STOF6EY SOSY'0  0S0'0FSTSO  19°€ll 80 TFE6'61 06500  6TI'0FL8ET  €ILSI
W0¥F989 €€L6°0 ISO0FIT80  €8°TL 9T0FITY £THY0 IE00FF0S'0  OSHIT ILOFII€T €560°0  SS00FLILT  LYLSI
£7'0F 789 LS96'0  TSO'OF9IS0 €L LTOFT9 IvEF0  TEO'OFESSO 66711 TLO0F10°ST LISO0  980°0FS66T  79°8SI
0b'0F0S°9 08560  SPO'OFSLLO  SO¥L STOFLY'Y 6STV'0  YEO'0FSESO  LYSII €L°0F9L'ST 8P0°0  880'0FS80E  9£°6ST
6£°0F98°S €0S6'0  LYO'OFIOLO  99°¥L STOF6TY 8LI¥'0  OSO'0OFEISO  9€91T €L'0FTY'ST 8YP0'0  880°0FT60°€  11°091
0F'0FES'S 9T¥6'0  8P0'0FT99°0  LT'SL LTOFEL'S L60Y'0  TEOOFSI9O  90LIT TLOFLOST SIY0'0  980°0FT00°€  98°091
SEOF6ES 8Y€6'0  THO'OFIY9'0  88°SL LTOFLY Y 910¥'0  €£0°0FE8S0  SLLIT SL'OFYS'9T $8€0°0  060°0FSLI'E 09191
8€0F6L'S 0LT6'0  9¥O0F¥69'0  6V'9L SYOFT9S PLECO  ¥SOOFELYO  €VETI 9L°0FLY'LT €600  T60'0FLESE  SET9I
9¢'0F91°9 6160  €VO'OFSEL0  IT'LL 8YOFEY'9 86T€°0  8SOOFOLLO  ¥I¥TI LLOFY6'LT $260°0  T6OOFIPEES  OI'€9T
YEOF16Y 9116'0 1¥0'0F88S°0  OL'LL P OFET'S W0 €SOOFVIO0  P8¥TI 86'0FTT0€ 96200  LIT'OFSI9E  S8°€9T
ECOFIV'S LEO60  OPO'OFSY90  1€'8L 8Y0F6T9 9PIE0  LSOOFPSLO  SS'STI 96'0F95°8T 0LT00  SITOFOTHE 65491
YE0FT8Y 85680  OVO'OFLLSO €6'SL SYOFILS ILOE0  ¥SO'0FH89'0  ST9TI T0TFL8'8T Y00 TTIOFLSKE  ¥E'S9I
€COFLI'S 8/88°0  OVO'0OF6I90  SS'6L 1S0FSHL L6620 190'0FT680  969T1 SOIFIONE 02200  9TI'OFEILE 60991
€€0FIY'S 86L8°0  6£0°0FES90  LI08 6¥'0FT0°L €26C0  6SO0FOVS0  L9°LTI y8°0FVFTE L6100 00I'0FH88'€ #8991
E0F96'% LIL80  6£0°0FE650  6L08 0S'0FII'L 6¥8T°0  090°0FIS8°0  SE'8TI S8'0F96€E SLIOO0  TOT'0F990v  6S°L91
TE0FE6'Y L£9%°0  6£0°0F0650 I+18 SE0F69°L 1L9T0  THO'OFIT60  +1°0€] S8°0F61EE SS100  101°0F0I0Y  +€'891
€€°0F00°S 9568'0  OVO'0F66S0  $0'C8 PEOFESL 0092°0 1¥0'0F206'0  S8°0€T L8'0F8Y'9¢ 9€10'0  SOI'0OF8IEY  60°691
0€°0F60' PLY8'O  9E0°0FO06Y'0  99°78 SEOFIL'L 6TST0  THOOF6T60  9SIET 88'0FEL'SE 81100  SOI'0F8LTY  +8°691
8TOFOTY €6£8°0  PEO'OFEOSO  6T€8 SEOFST'L 6SYT0  THO'OT9SS0  8TTEI 16'0F06°6€ 10100  OIT'GFSLLY  09°0LI
1€0F0E Y SLLL'O  8E0'0FSISO 2088 SEOFIL'L 06£7°0 I¥0'0F0E6'0  00'EET 6'0F91°0F 68000  OIT'0F608Y  SETLI
8TOFSI'Y 169L°0  $E00FI0S0  S9'88 8€°0F86'L TCETO  9Y0'0F9S6'0  IL'EET Y6'0F 11T 1L000  EIT'OFEYOS  OI°TLI
97'0F00'H 809L°0 1€0'0F08Y0 6768 9¢'0FTIL'S ¥STTO0  SHOOFHHOT  EVHEl 19 TFST°0S 86000  €61'0F9009  S8°TLI
LTOFYL'E YCSL'O  €EO0FLVYO  €6'68 8€'0F9I'6 L8ITO0  9¥O'0FL60'T  SI'SEl 09'1FST6¥ LYO0'0  161°0F868'S 09°€LI
ST0F09°E ObPL'0  OSO0FIEH0  LS06 LEOFSY'6 ITIT0  SPO'OFSEI'T  L8'SEI 0T T1FOVIS 9€000  PYI'OFSSI'9  9EHLI
6T0F9L'E 9¢€L'0  SEOOFISYO  TTI6 9€'0FSY'6 SS0T0  EYOOFIETT  6S9€ET YTIF61°9S LTO00  6VIOF6TL9  TI'SLI
970F19°€ 1LTL0 I€0°0FTEY0 9816 9P OFLI'TI 08810  SSO'OFLECT  8S°8E1 6L°0FL9'8S 07000  +60°0FSTOL  987SLI
STOFLLE L8IL'0  OS0'0FISHFO  0S'T6 95°0F79°01 LIST'0  SSOOFTLTT  IE6E1 8L°0F9E°19 €1000  €60°0F8PEL  19°9LI
9T0FES'E 701L°0 I€0°0FETHFO  SI°€6 8¥'0FES01 SSLI'0  8SO0'0F09TT  £0°0¥1 79°0F59°€9 80000  VLOOFTT9L  LELLY
970F8S°€ 08€9°0  ISO0F6TH0 6986 0S'0FCLTT S691°0  090°0FHO¥'1  9LO¥I IL'0FL6'S9 $0000  S80°0F006'L  TI'SLI
STOFOP'E $679°0  OS00FLOFO  ¥E'66 8¥°0F0S'T1 SE9T°0  8SOOFL6YT 6V IVI T6'0FTI°L9 10000  I1T°0F8€0°8  L8'SLI
STOFISE 01790  0£0'0F9SH'0  00°001 0S°0F91°T1 9/S1°0  090°0F9SH'T  TTTHI 19'TF10°89 00000  €61°0FFHI'S  T96LI

[[(2/A%D)/qu]  (9/A2D) (Is/qu) (8op) [(2/A%D)/qu]  (9/A9D) (Is/qu) (3op) [(5/7A20)/qu]  (9/A%D) (Is/quu) (8ap)

np/op n— 0P/ 0p 0 np/op n— LOP/0p 0 np/op n— L0P/ 0P 0

AN 6°108 18 SuLo1ess onse[s d-u 10§ Uo1j0as SSOI0 [enuaIsIq [ ATAV.L



TABLE I ( Continued).

do/du
[mb/(GeV/c)]

—Uu
(GeV/c)?

do/dQ*

(mb/sr)
1.061+0.059
1.108+0.059
1.141+0.060
1.137+0.067
1.357+0.068
1.198+0.065

o*
(deg)

do/du
[mb/(GeV/c)]

—Uu
(GeV/c)?

do/dQ*

(mb/sr)
0.537+0.032
0.480+0.029
0.484+0.030
0.520+0.031
0.499+0.029
0.494+0.030
0.497+0.030
0.445+0.028
0.446+0.029
0.499+0.030
0.414+0.030
0.376+0.030

6*
(deg)

111.56

do/du
[mb/(GeV/c)]

—Uu

(GeV/c)?

do/dQ*
(mb/sr)

6*
(deg)

8.86+0.49
9.25+0.49
9.53+0.50
9.50+0.56
11.33+0.57
10.00+0.54

1.0440
1.0512
1.0583
1.0654
1.0725
1.0795
1.0864
1.0933
1.0960
1.1029
1.1096
1.1164
1.1231
1.1297

67.09
66.50

4.49+0.27

0.4753
0.4921
0.5005
0.5089
0.5173
0.5257
0.5342
0.5426
0.5511
0.5596
0.5869
0.5954
0.6039
0.6124

20.86+0.76
20.11+0.77
19.59+0.74
18.76+0.74
18.88+0.73
18.54+0.72
17.1410.69
17.23+0.68
15.45+0.68
15.37+0.66
14.20+0.51
13.71+0.51
13.34+0.49
13.43+0.51

0.0761
0.0804
0.0849
0.0894
0.0940
0.0988
0.1036
0.1086
0.1136
0.1188
0.1349
0.1404
0.1460
0.1518

2.498+0.091
2.408+0.092
2.346+0.089
2.24610.089
2.261+0.088
2.220+0.086
2.053+0.083

153.99

4.01+0.24
4.04£0.25
4.34+0.26

110.19

153.25

65.90
65.31

109.51

152.51

108.83

151.77

64.71

4.17+0.24
4.12+0.25
4.15+0.25

108.16

151.03
150.29

64.12

107.48

10.09+0.56
11.25+0.56
11.24+0.59
11.39+0.59
11.53+0.62
12.61+0.63
12.36+0.63
12.6240.65

1.209+0.067
1.347+0.067
1.346+0.071

63.53

106.81

149.55
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62.94
62.71

3.71+0.24

106.14

2.063+0.082
1.850+0.081

148.82

3.73+£0.24
4.16+0.25
3.46+0.25
3.14£0.25

105.47

148.08

1.364+0.070

62.12

104.80

1.840+0.079

147.35

1.380+0.074

61.54
60.95

102.65

1.700+0.062
1.64210.061

145.14

1.510+0.076

101.99

144.41

1.480+0.076
1.511+0.078

60.37

3.57+0.25
3.69+0.26

0.427+0.030
0.442+0.032

101.33

1.597+0.059
1.609+0.061

143.68

59.78

100.66

142.95

described in Ref. 17. The corrections were small at small
spectrometer angle settings, but became as large as 7% at
one of the larger angles. The fractional accuracy of the
corrections is estimated to be 10%. Small corrections
were also made for absorption of both deuterons and pro-
tons in the target and spectrometer. The corrections for
protons ranged from 1% at the highest energy to zero at
300 MeV. For deuterons they were ~1.7%.

III. RESULTS AND DISCUSSION

The center of mass differential cross section values ob-
tained are presented in Table I, in the form do/dQ* as
well as in the alternative form do/du (where — u is the
square of the four-momentum transfer to the recoil pro-
ton), along with the corresponding center of mass angles
6*. The errors quoted are statistical only. Most of the er-
rors discussed in the preceding section were smaller (and
their uncertainties much smaller) than these statistical er-
rors. The uncertainty in the 1.7% deuteron absorption
correction contributes negligibly to the normalization un-
certainty of 7% assigned to the entire angular distribu-
tion. This normalization is based on the assumption that
the total cross section 0,(801.9) for the np—dn° reaction
at 801.9 MeV is 0.61 mb. If a future determination leads
to a different and better value of 0,(801.9), the cross sec-
tion values of Table I should be renormalized through
multiplication by the factor ¢,,(801.9)/0.61 mb. As noted
earlier, the uncertainties in 6* range from +0.36° at 180°
to +0.64° at 60°, which correspond to uncertainties in
do/dQ* of 0.6% and 3.2%, respectively.

A. Comparison with other experiments

The results of the present experiment are compared
with the 817 MeV data from PPA (Ref. 5) and the for-
ward angle 790 MeV data of Carlini et al.® in Fig. 2. The
agreement between the results of the present experiment
and those of Ref. 8 is good, but there is strong disagree-
ment with the data of Ref. 5. In Fig. 3 the present results
are compared with the 814 MeV results from Saclay® in
the back-angle CE region. The agreement is excellent
from 134° to 164°, but for larger angles the Saclay values
tend to be higher. The Saclay measurements at 772 MeV
(Ref. 6) and the LAMPF measurements at 771 MeV (Ref.
7) are not shown in Fig. 3. Both sets span the CE region,
135°—180° for Ref. 6 and 110°—180° for Ref. 7. Both give
values of do/dQ* slightly higher than those of this ex-
periment, and diverge somewhat at the larger angles. The
differences are far less, however, than the disagreement
with Ref. 5.

B. Phase shift fit

Also shown in Fig. 2 is the differential cross section
curve predicted by a phase-shift fit labeled C800. This fit
was obtained with the computer program of Arndt et al.’
making use of an extended set of both published and un-
published p-p, n-p, and p-n (quasifree) data in the
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FIG. 2. Comparison of n-p differential cross section measurements near 800 MeV. The results of the present experiment (@) are
compared with the results of Carlini et al. (O) (Ref. 8), with the PPA results (O) (Ref. 5), and with the prediction of a phase-shift fit,

C800, obtained with the code of Arndt et al. (Ref. 16).

765—835 MeV energy region. The n-p data base included
the differential cross section data of this experiment and
the two other LAMPF experiments”® and the data from
Saclay,® but not those from PPA.> In addition, it con-
tained total cross section data,>* n-p and p-n polarization
and analyzing power data,”~!> and some polarization
transfer'” and Wolfenstein D and A parameter data.!?

T T L R e B S A
8- §§ﬁé
$ SACLAY 35"
. 3
i THIS EXPT 33
= o ' ]
3 & |
E | ;%i
9]
* B T : 4
g4 ?‘}é‘}%
3 sup i
© - q{g %;i B
3,41,
2r 3 odgffgéﬁ% 1
-QQGJ“'M
550500 4
0 P 2 PR PR R SR T L | L L 1 L '
140 150 160 170 180
8"  (deq)

FIG. 3. Comparison of n-p cross sections in the charge-
exchange region obtained in this experiment (@) with the Saclay
data at 814.3 MeV (O) (Ref. 6).

The fit was made with 34 free parameters, including
coupling parameters up to €5 and partial-wave phase
shifts up to 3Js. The I =1 parameters were determined
primarily by the p-p data and the I =0 parameters by the
n-p data. The n-p data set included 398 points and the X
value for the fit to the renormalized points (see below) was
732, giving X2 per degree of freedom (X2)=2.0. The er-
ror corridors indicated by the dashed lines in Fig. 2 show
the range of predictions given by fits for which the value
of X? per datum is increased by 1.0 above its minimum
value.

It is common practice to float the normalization of data
from individual experiments in the phase-shift fitting pro-
cess. The renormalization factor obtained for the present
data in the C800 fit was 1.20, well beyond the 7% nor-
malization uncertainty assigned to these data because of
uncertainties in the pp—d#* cross section and possible
isospin noninvariance. The reason for this discrepancy is
not understood, but the good agreement of the present
data with those of Carlini et al.® at angles near 60° com-
mon to both data sets is evidence for the correctness of
the present normalization; the normalization method was
entirely different in the two experiments. An additional
reason for believing the present normalization will be
given in the next section.

C. Charge exchange region

The shape of the peak in the backward angle (CE) re-
gion is not well understood, but must be influenced by
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TABLE II. Two-exponential fits to the n-p charge-exchange scattering data in the 800 MeV energy
region. The angular range is approximately 135° < 6% < 180°.

T No. of
Expt. Ref. (MeV) points a B a, B X2
PPA 5 817 13 20.4+1.5 5.8610.55 32.3+2.0 6118 0.84
Saclay 6 814.3 65 34.84+0.5 6.91+0.13 34.0+0.6 12845 1.43
Present 801.9 59 33.4+04 6.16+0.09 34.4+0.5 14916 1.12

one-pion exchange effects. It has long been known,?

however, that this shape can be described rather well by
the empirical double-exponential formula:
ﬁ —ae”" +ae™
Comparison of the values of ay, B}, a,, and 3, obtained by
least-squares fitting to this formula is a convenient way of
comparing the backward angle data of the various experi-
ments. The results of such fitting for data in the CE re-
gion are presented in Table II, along with the values of X 2
which measure the goodness of each fit. The agreement
between the parameters for the present data and the Sa-
clay data is fairly good, and such differences as there are
may be due to the energy difference. As expected, some
of the parameters are quite different for the PPA data.
The fit to the data of this experiment is shown in Fig. 4.
A more meaningful and sophisticated way of determin-
ing the plausibility of the angular distribution in the CE
region is to use the pole-extrapolation method of Chew?
to extract the pion-nucleon coupling constant from the
data. The method should give a value which is reasonably
accurate in this energy region.?* It is based on the conjec-
ture that there are poles in the real part of the nucleon-
nucleon scattering amplitude due to single-pion exchange
at the unphysical values

cos@* = +(1+u?/2k?),

where p is the pion rest mass and k is the nucleon c.m.
momentum, as well as branch points at

60

[mb/(Gev/cP)

do/du

L 1 1 L i i

0 1

(o] 0.64 0.68 ' O.i2

2 0.6 0.20 0.24
-u (Gev/c)
FIG. 4. Double-exponential fit to the charge-exchange

scattering data (135° < 6* < 180°) of this experiment.

cos@* =+ (1+4u?/2k?), +(1+9u?/2k?), ...

due to higher order processes. For n-p CE scattering the
(—) signs are applicable and u is the mass of the charged
pion. Since our application of the method was discussed
in Ref. 17, it will only be summarized here. In terms of
the pion-nucleon coupling constant g2=(2m /u)*f?
(where m is the neutron rest mass), the total ener
E*=V'k?>4+m? of the neutron in the c.m. system, and tlglz
quantity x =cos@* +1+pu2/2k?, the differential cross sec-
tion can be written as*

do g% (14cos@*)? 4
dQ*  4E*? x? T +8,

where the terms containing 4 and B represent higher-
order processes while the remainder is the one-pion contri-
bution. Although A and B are unknown functions of x,
they are known to be finite at x =0. The experimental
values of x and do/dQ* are used to determine values of a
new variable y (x),

2
do g2 2

de* =y(x)= 257 |* —-‘U—Zkz +4x +Bx?,
0J2— ; : - . . ;

(ub/sr)

x3(do/dn™)

1 L L

0.2 03

00 ol
X = COSe* + 1.02587

FIG. 5. Seven term polynomial fit to the values of x?
do/dQ* calculated from the data of this experiment for angles
6* > 135°,
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TABLE III. Pion-nucleon coupling constant determination from this experiment.
135° < 6* < 180° 115° < 6* < 180° 100° < 6* < 180°
(57 points) (76 points) (95 points)
n X2 P(n) f? X3 P(n) f? X5 P(n) f?
2 28.47 imaginary 22.66 imaginary 19.28 imaginary
3 10.82 1.00 0.0132+0.0026 14.94 1.00 imaginary 13.83 1.00 imaginary
4 2.483 1.00 0.0487+0.0013 7.001 1.00 0.0270+0.0015 8.556 1.00 0.0099+0.0035
5 1.117 1.00 0.0632+0.0018 2.161 1.00 0.0515+0.0013 4.054 1.00 0.0383+0.0013
6 1.014 0.98 0.0697+0.0029 1.214 1.00 0.0631+0.0016 1.553 1.00 0.0559+0.0013
7 —1.011 0.71 0.0744+0.0051 1.145 0.97 0.0675+0.0023 1.153 1.00 0.0634+0.0016
8 1.023 0.48 0.0795+0.0088 1.147 0.66 0.0701+0.0033 1.101 0.97 0.067410.0022
9 1.043 0.18 0.0765+0.0157 —1.136 0.79 0.0755+0.0049 1.064 0.95 0.0719+0.0030
10 1.058 0.43 0.0608+0.0362 1.148 0.43 0.0794+0.0078 1.070 0.54 0.0695+0.0044
11 —1.030 0.96 0.0790+0.0058

which has the property that the terms containing the un-
known functions 4 and B vanish at x =0. Since x =0 is
in the unphysical region, y(0) is determined by making a
least-squares fit of the n-term polynomial 37~ a;x’ to
the physical y(x) values, thus determining a, which is
equal to y(0). With some substitutions and rearrange-
ment it follows that

2=Vayk*+m?)(k/m)* .

Polynomial fits in which » was varied from 2 to ~10
were made to the data for three angular regions. Two cri-
teria were used to determine the optimum number of
terms for each data set: (1) that the value of X2 be a
minimum; (2) determination by means of the F test*> of
whether the inclusion of another term significantly im-
proved the fit, i.e., the probability P(n) that X2 was re-
duced significantly by the addition of the nth term was
calculated. As n increases, P(n) should stay near 1.0 as
long as the added terms are improving the fit, but should
drop sharply when the nth term does not improve the fit.
Ideally, the same number of terms should be indicated by
both criteria.

The results of the fitting process for increasing numbers
of terms are summarized in Table III. For each data set,
the fit with the optimum number of terms based on the
two criteria given above is indicated by an arrow, al-

though it could be argued that the nine-term fit is prefer-
able to the eleven-term fit for the largest data set because
the calculated error for f2 is smaller. The fit to the angu-
lar region 135°—180° is shown in Fig. 5. The indicated
fits (as well as the nine-term fit for the most extended
data set) all give values of f2 which are in agreement with
a recent determination that f2=0.0769+0.0020 obtained
from an analysis of pion-nucleon scattering?® and a deter-
mination that f?=0.0762+0.0043 obtained from a
phase-shift analysis of p-p scattering data.?’” The fact that
the f? values deduced from these data agree with the ac-
cepted value within about 5% is evidence not only that
the shape of the angular distribution is good, but also that
the normalization is good.

For purposes of comparison, the polynomial fitting pro-
cess was also carried out for the 817 MeV PPA and 814
MeV Saclay data for the angular range 135° < 6* < 180".
The results are presented in Table IV and should be com-
pared with the results for the same angular range in Table
III. The behavior of both X2 and P(n) is erratic for the
PPA data and none of the f? values obtained are close to
the accepted value. For the Saclay data the best f? value,
given by the six-term fit, is 22% below the accepted value.
Deletion of the values for the six largest angles of the Sa-
clay data improves the f? value, but it still is 9% below
the accepted value.

TABLE IV. Pion-nucleon coupling constant determinations for the PPA and Saclay data for 6* > 135°.

PPA 817 MeV Saclay 814 MeV Saclay 814 MeV
(13 points) (65 points) (59 points)*

n X,  P(n) r? X: P(n) r? X P(n) r?

2 1.898 imaginary 15.77 imaginary 10.26 imaginary

3 1.170 0.98 imaginary 6.492 1.00 0.0029+0.0144 5.409 1.00 imaginary

4 0.852 0.94 0.0192+0.0110 1.858 1.00 0.0461+0.0016 1.797 1.00 0.0430+0.0027
5 0.931 0.36 0.0257+0.0146 1.487 1.00 0.0570+0.0024 1.385 1.00 0.0606+0.0036
6 0.818 0.81 imaginary 1.502 0.47 0.0597+0.0041 1.351 0.87 0.0698+0.0058
7 0.953 0.06 imaginary 1.474 0.85 0.0485+0.0087 1.368 0.44 0.0637+0.0113
8 1.110 0.29 imaginary 1.450 0.83 0.0130+0.0591 1.378 0.57 0.0448+0.0294
9 0.619 0.91 0.1199+0.0448 1.471 0.33 0.0369+0.0378 1.366 0.77 0.0899+0.0281
10 0.060 0.99 0.2272+0.0590 1.349 0.98 imaginary 1.294 0.94 imaginary

*Points for six largest angles omitted.
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IV. CONCLUSIONS

The n-p differential cross section is well determined for
the full angular range at 800 MeV. There is excellent
agreement where the present data join the forward angle
data of Carlini et al.® In the CE region there is reason-
ably good agreement between the present data and those
of Bizard et al.® and Bonner et al.” at nearby energies.
Over the entire angular range 60° < 6* < 180° there is good
agreement between the data and the phase-shift prediction
as to the shape of the angular distribution, but disagree-
ment as to the normalization. The fact that the value ex-
tracted for the pion-nucleon coupling constant is in good
agreement with accepted values is evidence that both the
shape and normalization of the angular distribution are

correct and implies that the renormalization determined
in the phase-shift fit is questionable.
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