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Differential cross section for n-p elastic scattering in the angular region 50 & 8' & 180 at 459 MeV
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The differential cross section for n-p elastic scattering at 459 MeV in the c.m. angular region
50' & 0* & 180' has been measured with high statistical precision and good relative accuracy. The uncer-
tainty in the absolute normalization (based on the simultaneously measured yield of deuterons from the

np ~der reaction) was initially estimated to be -7%. The results agree well with back-angle data ob-
tained independently at LAMPF but less well with results from Saclay and the Princeton-Pennsylvania
Accelerator and, except for a normalization difference of 10%, are fairly well represented by a phase-
shift fit. The pole-extrapolation method of Chew was used to extract the pion-nucleon coupling constant

f from the back-angle portion of the data. The value obtained, f'=0.069, is somewhat smaller than
the values 0.0735—0.0790 obtained from analyses of pion-nucleon scattering, tending to con5.rm the need
for an upward renormalization of the angular distribution by —10%%uo.

PACS number(s): 13.75.Cs, 21.30.+y

I. INTRODUCTION

Knowledge of the nucleon-nucleon (N N) interac-tion
in the intermediate energy region (up to 800 MeV) has
been greatly improved in the past two decades. In fact,
the variety and quality ofp-p scattering data are sufficient
to lead to an unambiguous and fairly accurate determina-
tion of the I = 1 phase-shift solutions throughout the re-
gion. Since the data for n-p scattering are fewer in num-
ber and generally less accurate, the determination of the
I =0 partial waves is far less certain, especially at the
higher energies, even on the assumption that all but the
lowest I =1 partial waves are the same for n-p as for p-p
scattering. The need for data of higher accuracy persists,
especially since disagreements remain between the results
obtained by different groups. Earlier papers published by
the present group added significantly to the body of data.
These papers presented measurements of the n -p
differential cross section da. /dQ for wide angular re-
gions at 647 MeV [1] and at 802 MeV [2], which resolved
the considerable disagreements between earlier measure-
ments. The results being reported here were obtained
with the same apparatus and methods as were described
in the earlier reports [1,2], but are for a lower energy.

Compilations of the existing N-N data maintained by
Amdt et al. [3] and by Bystricky and Lehar [4] list four
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previous measurements of d o Id f1* for n pelasti-c
scattering in the neighborhood of 460 MeV: results from
the Princeton-Pennsylvania Accelerator (PPA) at 466
MeV for the c.m. angular region 56'&0" & 180 [5], data
from Saclay at 457 MeV for the region 152'&0* &180'
[6], and results from LAMPF (the Clinton P. Anderson
Meson Physics Facility) at 451 and 473 MeV for the re-
gion 118' & 8* & 180 [7]. While these data sets are in fair
agreement at extreme back angles (8*—180 ), they rapid-
ly diverge as 0* decreases; near 160', for example, the Sa-
clay values are -40% higher than the PPA values, and
the LAMPF values fall between these two extremes. The
cross section values presented in the present paper are
most nearly in agreement with the results of Ref. [7].

II. EXPERIMENTAL METHOD

Since the apparatus and techniques used in the present
experiment were the same as those used in the previous
experiments at 647 and 802 MeV [1,2], only the briefest
discussion will be given here. The neutron beam was ob-
tained by passing the LAMPF proton beam through a
liquid deuterium (LD2) target, and magnetically
deAecting it into a heavily shielded beam dump. Neu-
trons produced by the H(p, n) reaction in the target were
tightly collimated at 0 forming a nearly monoenergetic
beam, consisting of a rather narrow and intense peak of
charge-exchange (CE) neutrons at about the proton beam
energy and a broad spectrum of lower-energy neutrons
(much less intense) coming from pion-production and
three-body-breakup processes. Only the neutrons in the
CE peak were used in the experiment. A target of
liquid-hydrogen (LH2) of thickness 13.2 cm was placed in
the path of this beam, and individual charged particles
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produced by n-p reactions in the target were detected
with a magnetic spectrometer containing two scintillator
planes and four multiwire proportional chambers
(MWPCs). Scintillator S, at the front of the spectrome-
ter, and S2 at the back of it, provided timing information
used primarily for particle identification. Two of the
MWPCs (8'& and Wz) were placed in front of the mag-
net, and two (W'3 and W4) in back of it. Each MWPC
provided horizontal (x) and vertical (y) coordinates for a
point on the path of the particle, thus overdetermining its
trajectory. The laboratory scattering angle was deter-
mined from the "hit" positions in 8', and 8'2, and the
angle of magnetic defiection ( —22') was given by the hit
positions in all four chambers, leading to momentum
determination of accuracy —+0.35%%uo, which corre-
sponds to an uncertainty in neutron beam energy of —+3
MeV. The spectrometer could be rotated about a vertical
axis centered on the target. Its angular acceptance was
-4, and its nominal angle setting was changed from 0'
to 60 in increments of -4'. The uncertainties in labora-
tory proton-recoil angle arose from multiple scattering in
the LH2 target and scintillator S, (+0.13 at -0 to
+0.60' at —60'), from multiple scattering and geometri-
cal resolution effects within the spectrometer (+0.09' at
0' to +0.30 at —60 ), and from uncertainties in the spec-
trometer position and the MWPC alignment (0. 10').
Combined in quadrature these give overall uncertainties
in laboratory angles ranging from +0. 19 at -0' to
+0.68 at -60'. The corresponding errors in t9' range
from +0.42' at 180' to + 1.28' at —60'.

Protons were distinguished from deuterons and pions
of the same momentum by the difference in their Aight
time through the spectrometer and by the difference in
the pulse height they produced in S2. The latter con-
straint was important because accidental coincidences
corrupted a fraction of the Aight times. At each spec-
trometer angle, data were taken with the LH2 target both
filled and emptied, so as to determine the background
coming from scattering in the target cell walls. This
background rate was 5%—11% of the total rate. The
fraction of time spent determining it varied from -20%
where it was low to -35% where it was higher. The
number of events accepted for full-target runs varied
from -474000 and -410000 at spectrometer settings of
0' and 4, respectively, through a minimum of -32 000 at
36', and up to another maximum of -70000 at 60 .

The criterion for acceptance of an event was a coin-
cidence between S, , Sz, and signals from at least three of
the x and three of the y wire planes. All data for accept-
ed events were sent to a computer, which wrote them
onto magnetic tape for off-line analysis, but also pro-
cessed a fraction of the events on-line, generating histo-
grams and two-dimensional plots for on-line display. In
the subsequent off-line analysis, the momentum of the
particle was determined for each event from the MWPC
coordinate data and a map of the magnetic field of the
spectrometer. The procedure began with the coordinates
of the incident path and an estimate of the momentum
(provided by the angle of magnetic defiection). The hor-
izontal deflection of the particle as it passed through the
spectrometer was then calculated by numerical integra-

tion, yielding calculated coordinates of the emergent par-
ticle, which were compared with the observed coordi-
nates. A g minimization process was then used to adjust
the incident coordinates and momentum for optimum
agreement between the calculated and measured coordi-
nate values. More detailed discussion of this procedure
can be found in Ref. [1].

The neutron beam fiux was monitored at the collimator
exit by a pair of counter telescopes placed symmetrically
at 25 to the left and right of the beam axis, which detect-
ed charged particles recoiling from a polyethylene disk of
thickness 2.54 cm placed in the beam. The ratio of
counts in the left and right telescopes could be used as an
indicator of the stability of the beam profile. Typically,
the statistical uncertainty in this measurement was
—+0.2% or better, and occasionally as small as 0.1%.
Seldom did this ratio for a given run differ by more than
0.3% from its overall average for the whole experiment.
The absolute calibration of the monitor was achieved by
measurement, in the MWPC spectrometer, of the yield of
deuterons from the np~d~ reaction; by isospin argu-
ments the total cross section o.„ for this reaction is ex-
pected to be one-half of the total cross section o. for the
pp~d~+ reaction at the same total energy in the c.m.
system, and this latter cross section was presumed to be
reasonably well known ( —

5%%uo accuracy [8]). At the time
of the analysis, the overall uncertainty in this method of
normalization was estimated to be -7%%uo [9] (although
there now is reason to believe that this error may have
been an underestimate). On a plot of momentum Us labo-
ratory scattering angle, the deuterons from the np —+de
reaction fall on a well-defined locus, different from that of
the protons from np ~pn scattering. The deuteron data
were analyzed separately, in order to determine their rel-
ative angular distribution in the c.rn. system, which was
assumed to have the functional form

do
o- A+ cos 0*+Bcos 0* .

dO*

The values of A and B were determined by a least-
squares fit to the data and were found to be A =0.223
and 8 = —0.092 [10]. The final-state particles from the
np~dvr reaction at the energy of this experiment (459
MeV) have the same total c.m. energy as those from the

pp ~d~+ reaction at 462 MeV. At that energy the total
cross section for the latter reaction was taken to be
o =1.66 mb. Thus the value assumed for the np —+d~
total cross section in calibration of the neutron Aux moni-
tor was cr„=0.83 mb. This will be discussed further in
Sec. III C.

The incident neutron spectrum was reconstructed from
the observed recoil proton spectrum by use of the known
n-p kinematics. Only those events which fell within a
narrow window containing the quasifree CE peak of the
reconstructed neutron spectrum were used in the n-p
cross-section determination. As the spectrometer was
moved to larger angles, the CE peak of the reconstructed
spectrum was broadened and shifted by plural and multi-
ple scattering and energy-loss effects in the LHz target
and the spectrometer, and window placement became less
certain. Correction for this was provided by a Monte
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Carlo calculation, which is described in Ref. [1]. The
corrections were small at small spectrometer angle set-
tings, but became as large as 5.5% at some of the larger
angles. The fractional accuracy of the corrections is es-
timated to be 10%. Small corrections were also made for
absorption of both protons and deuterons in the target
and spectrometer. For deuterons these varied smoothly
from 2.2% at deuteron energy 295 MeV to 2 4% at 250
MeV. For protons the corrections were 0.1% or less.

III. RESULTS AND DISCUSSIGN

The final center-of-mass differential cross-section
values are presented in Table I, in the form do. /dA as
well as in the alternative form do. /du (where —u is the
square of the four-momentum transfer to the recoil pro-
ton), along with the corresponding values of u and the
center of mass angle 0*. The data obtained with the
spectrometer set at 0' spanned the c.m. angular range
176'&0*(184'. Since no significant asymmetry about
180' was seen, the points were pooled and are shown in
the 176'—180' range. The errors listed are statistical
only. The corrections discussed in the preceding section
have uncertainties which are much smaller than these
statistical errors. The uncertainty in the -2% deuteron
absorption correction contributes negligibly to the 7%
normalization uncertainty assigned to the entire angular
distribution. This normalization is based on the assump-
tion that the total cross section cr„(459) for the np ~der
reaction at 459 MeV is 0.83 mb. If a better value of
0.„(459) is obtained in the future, the present cross sec-
tion values should be renormalized by the factor o „/0.83
mb. As noted earlier, the uncertainties in L9' range from
+0.42' at 180' to +1.28 at —60'. The corresponding er-
rors in do /dA* are negligible at 180 and -0.07 mb/sr
at 60'.

A. Comparison with other experiments

The results of the present experiment are compared
with other n-p differential cross-section measurements
available in the energy region 450—475 MeV in Fig. 1.
The full angular distribution is shown in Fig. 1(a), and
compared there with the results from PPA at 466 MeV
[5], which span the same angular region. Although there
is a qualitative similarity of the two data sets, the
differences are very real, especially in the region of the
cross-section minimum near 100. The data reported
here also are not in good agreement with the results from
Saclay at 457 MeV [6] [Fig. 1(b)]. Actually, the agree-
ment was better before the second renormalization [6] of
the Saclay data. The agreement with the LAMPF mea-
surements at 451 and 473 MeV [7] [Fig. 1(b)] is rather
good over most of the angular region. This is not very
surprising since most of the methods and apparatus, and
in particular the method of normalization, were the same
in Ref. [7] as in the present experiment. The main
difference is that the measurements reported here were
made with a monoenergetic neutron beam while the beam
of Ref. [7] had a continuum of neutron energies ("white
spectrum") which were binned according to time of
flight. The reason for the disagreement at extreme back

angles is not understood.
Since the n-p differential cross section varies only slow-

ly with energy, and there exist accurate measurements
with good absolute normalization from TRIUMF at 418
and 493 MeV [11],a comparison with those data seems
worthwhile, even though they are outside the database of
phase-shift fit C450 (see next paragraph). This compar-
ison is made in Fig. 2. The clutter has been reduced in
this plot by averaging neighboring points in pairs be-
tween 130 and 170, and in groups of four below 130'.
Similarly, the TRIUMF data have been averaged (where
appropriate) to give a point spacing of -2 . An upward
renormalization of the present data by -7% would put
the two experiments more or less in agreement.

B. Phase-shift fit

A phase-shift prediction of the differential cross sec-
tion, obtained with the SAID computer program of Amdt
et al. [3] and labeled C450, is also shown in Fig. 1. The
database for this phase-shift analysis (PSA) contains pub-
lished and unpublished p-p, n-p, and p n(qu-asifree) data
in the 425 —475 MeV energy region. The differential
cross-section values included are those of the present ex-
periment and the previously published LAMPF results
[7], but not those from PPA [5] or Saclay [6]. Polariza-
tion or analyzing power data included are those from
LAMPF [12,13], TRIUMF [14,15], and Chicago [16].
Also included are some spin-correlation data from TRI-
UMF [14] and LAMPF [17], a few polarization transfer
data [15,18,19], and some measurements of the Wolfen-
stein D, R, and A parameters [16]. While they are limit-
ed in number, these "two-spin" measurements are of crit-
ical importance to the phase-shift analysis.

The fit was made with 18 free parameters, including
partial-wave phase shifts up to J6 and coupling parame-
ters up to e6. The I =1 parameters were determined pri-
marily by the p-p data and the I =0 parameters by the
n-p data. The n-p data set included 583 points and the
fitting program reconciled differences between the vari-
ous data sets by allowing each to have a floating normali-
zation. The y value for the fit to the renormalized points
was 798, giving y, (y per degree of freedom) of 1.41.
The fact that this number is greater than 1.0 indicates the
presence of unknown random errors other than those of
counting statistics. The renormalization factor applied to
the present data in the C450 fit was 1.10, somewhat
larger than the 7% normalization uncertainty originally
assumed for these data, primarily because of uncertainty
in the pp~~ d cross section. Possible isospin nonin-
variance effects are presumed to be small but cannot be
ruled out.

C. Charge-exchange region

It has long been known [20] that the shape of the peak
in the backward angle (CE) region can be described rath-
er well by the empirical double-exponential formula

dO =a& exp(P, u)+a2exp(P2u) .
dQ

Least-squares fits to the backward-angle data of the ex-
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periment were attempted with sums of varying numbers
of exponential terms, and g was found to be a minimum
for the two-term fit. This fit is shown in Fig. 3, and the
values obtained for the parameters a„ /3„az, and P2 are
presented in Table II, where they are compared with the
parameters obtained by least-squares fitting of the
backward-angle data from other experiments at nearby
energies. The errors given are statistical errors of the
fitting process and do not include systematic uncertain-
ties. Considerable scatter is seen in the values obtained

for some of these parameters. The comparison can be
simplified by calculation of 13, the u ~0 limit of the loga-
rithmic slope of d o. /du,

ljm d do aiPi+ a+2
ln = =P,u ~0 du du a, ++2

which combines them into a single quantity, also shown
in Table II. The quantity P is independent of normaliza-
tion errors in each data set, and only characterizes the
backward-angle shape of each angular distribution.
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magnified) with data from Saclay [6] at 457 MeV and from LAMPF [7] at 451 and 473 MeV.



42 L. C. NORTHCLIFFE et al.

1 I I
I

I I I
I

I I I
I

I 1 I

IO—

b gn

0 I & I

IOO
(deg )

l4o

TRIUMF 4I8 MeV

TRIUMF 495 MeV

~ THIS EXP'T
o~&

of
o&P

o 4

«& g 011II('

a Oe
o
~O

o&& o
0 $0+

Oy0 gs,
o 4'

~ ~p&g ~oo

Iso

f

j
I 20

I

CD

E
' 80—

C3

40 I I I I

0 0.02
I

0,04
-u (GeV/c)

0.06

FIG. 3. Double-exponential fits to the large-angle (0*) 145 )
data of this experiment, given by the parameters in Table II.

FIG. 2. Comparison of the results of this experiment with
data from TRIUMF [11]at 418 and 493 MeV. The open circles
are TRIUMF points obtained by detection of neutrons (81' and
96' at 418 MeV; 50', 66', and 97 at 493 MeV).

Better agreement is seen among the values obtained for P.
Alternatively, the quantity ai+a2 (the u~0 limit of
do /du) is independent of the shape but is directly related
to the normalization of the backward-angle data;
specifically, do ldQ'(180')=k (ai+a2)/m, where k is
the nucleon c.m. momentum. These values are also
shown in Table II. Included in the table are values ob-
tained in an experiment done at SIN [21], very similar to
the earlier LAMPF experiment [7] (the values of P must
be read from a small figure in Ref. [21],but the values of
a, +a2 are tabulated there). The value of do/dQ'(180')
given by the C450 phase-shift analysis solution is 10.82
mb. All of the tabulated values (except that for Ref. [6])
are lower than this by more than one standard deviation.
In particular, the experiments normalized by means of
the np ~der cross section (Refs. [7,21] and this experi-
ment) are low by many standard deviations (those of [7)
are 6% and 7% low, that of [21] is 12% low, and that
from this experiment is 9% low). This is strong evidence
that the np ~d ~ cross section used in each case was too
low.

A more meaningful test of the plausibility of the angu-
lar distribution at backward angles can be obtained by
use of the pole-extrapolation method of Chew [22] in a

determination of the pion-nucleon coupling constant f2.

This is a test which is sensitive to the normalization as
well as the shape and leads to a result of perhaps more
physical significance. The method is based on the conjec-
ture that there are poles in the real part of the X-X
scattering amplitude caused by one-pion exchange at the
unphysical values

cos8'=+(1+@ /2k )

(where p is the charged-pion rest mass) as well as branch
points at

cos8'=+(1+4p /2k ), +(1+9p /2k ). .. ,

due to higher-order processes. The difFerential cross sec-
tion can be written [23] in terms of the pion-nucleon cou-
pling constant g =(2m/IJ, ) f (where m is the neutron
rest mass), the total energy E'=+k +m of the neu-
tron in the c.m. system, and the quantity
x = cos8'+ 1+@ /2k, as

do g (1+ cos8')' A

dQ* 4E* x

where the terms containing A and B represent higher-
order processes and the remainder is the one-pion contri-
bution. Although A and 8 are unknown functions of x,
they are known to be finite at x =0. The experimental
quantities x and d o /d Q' are used to calculate values of
a new variable y (x),

TABLE II. Double exponential fits to the n-p charge-exchange scattering data in the 460 MeV energy region. The angular range
is approximately 145' (9*( 180'.

Exp't.

PPA
Saclay
LAMPF
LAMPF
SIN
Present

Ref.

5
6
7
7

21

466
457
451
473
460
459

No. of
points

12
42
58
63

2
Xv

0.35
1.39
1.60
1.23

1.48

62.0+3.4
97.1+3.1
75.6$0.8
69.7+0.7

75.4+1.2

5.18+0.84
8.88+ 1.03
6.05+0.11
6.00+0.09

85.8+4.7
60.0+3.2
75.3+1.0
72.7+0.9

7.08+0.30 66.4+1.1

152+19
204+22
131+5
136+5

154+6

aiPi+a%
a&+a&

90.7+ 12.7
83.2+11.5
68.6+2.6
72.5+2.6
66.7+2.7
75.9+3.1

dQ
(180 }

10.29+0.40
10.72+0.31
10.16+0.09
10.06+0.08
9.51+0.15
9.73+0.11
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=y(x)= x — + Ax +Bxdo. g p 2

4E* 2k

which has the property that terms containing the un-
known functions 2 and B vanish at x =0. Since x =0 is
in the unphysical region, an extrapolation procedure
must be used to obtain y(0). The physical y(x) values
are least-squares fitted with the n-term polynomial

g,". :0'a;x', and y (0) is given by ao, since all other terms
vanish at x =0. From this it follows, after some substitu-
tions and rearrangement, that

f =ciao(k +m )(klm)

The data for three regions of backward angle were
least-squares fitted with n-term polynomials, n being
varied from 3 to —10. Two criteria can be used to deter-
mine the optimum number of terms for the polynomial.
One is that the value of y be a minimum. The second is
a determination by means of the F test [24] of whether
the addition of the nth term improved the fit significantly,
i.e., calculation of the probability P(n) that the addition
of the nth term caused a significant reduction in y . If
P (n ) remains near 1.0 as n increases, the addition of the
nth term has resulted in significant improvement, but a
sharp drop of P(n) is an indication that addition of the
nth term has not done so.

The results of the fitting procedure for varying num-
bers of terms n are summarized in Table III. For each
data set the optimum value of f is underlined. The cri-
terion used to determine the optimum value of n for each
case was somewhat arbitrary; it was required that both
P(n+1) and P(n+2) be less than 0.90. For these
choices of optimum n it is seen that the value of y also is
at or near a minimum. In the case of the 111 point data
set, however, there are several reasons for believing that
the choice of a seven-term rather than a nine-term poly-
nomial might be better. The value of y reaches its first
minimum with the seven-term fit, and does not change
much with higher orders. Furthermore, the value ob-
tained for f is in better agreement with the values ob-
tained with the other fits, and the error for f is much
smaller than with the nine-term fit. Incidentally, this er-

ror merely reAects a statistical error in the determination
of ao, and is much smaller than the uncertainties associ-
ated with the choice of the optimum number of terms, or
the number of points included in the data set, and is com-
parable to the normalization uncertainty of the data. The
fit to the 111-point data set is shown in Fig. 4. The fits
for the less extended data sets give curves which are not
discernibly different.

In a recent analysis of pion-nucleon elastic-scattering
data [25], the value obtained for f was 0.0735+0.0015.
(An earlier determination [26) gave 0.079+0.001, and
there has been some controversy over the matter [27].)
This value of 0.0735, which will be labeled f z for con-
venience in the following discussion, is -6% higher than
the value 0.069 seemingly indicated in Table III. Since
f ~ Qao this is an indication that the ao value deter-
mined in the fitting process is —12% too low, which in
turn implies that the cross section values obtained in this
experiment should be renormalized upward by 12%.
This is fairly consistent with the finding in the phase-shift
analysis of SAID (see Sec. III B) that an upward renormal-
ization of the data by 10% is needed [28]. In fact, an up-
ward renormalization of only 7% would bring the present
determination of f within the error of f ~, and even
with no renormalization, the upper error limit of the 83-
point determination is about equal to the lower error lim-
it of f ~. (Note that to reach agreement with the higher
value f =0.079 an upward renormalization of the data
of this experiment by —30% would be required, and such
a large renormalization would put this experiment in
sharp confiict with the TRIUMF measurements [11],at
least for the back-angle region. )

This leads to the suspicion that the error in the total
cross section for the o.(pp

~de+�

) reaction in this energy
region has been underestimated. Recent data [29—38]
available for o (pp ~der+ ) are shown in Fig. 5. The data
were taken from a compilation by Laptev and Strakovsky
[39]. Most data obtained earlier than 1970 have relative-
ly large error bars and are omitted in order to avoid
cluttering the graph. The value assumed in the analysis
of the present data is shown by the lower star. The +3%
uncertainty in neutron beam energy translates into a

6% uncertainty in this value. It is more or less in
agreement with the older data [40]. An upward renor-

TABLE III. Pion-nucleon coupling constant determination from data of this experiment.

54 points
145 +0 +180

p(n) f2

83 points
122'~ 0* ~ 180'

P(n)

111 points
101'~ 0* ~ 180'

P(n) f2

3
4
5
6
7
8
9

10
11

3.530
1.503
1.524
1.517
1.525

1.00
1.00
0.42
0.73
0.61

0.0447+0.0010
0.0648+0.0018
0.0615+0.0054
0.0410+0.0202

imaginary

17.20
3.640
1.772
1.715
1.680
1.701
1.673

1.00
1.00
1.00
0.94
0.89
0.24
0.86

0.0107+0.0024
0.0489+0.0009
0.0645+0.0013
0.0696+0.0023
0.0613+0.0050
0.0644+0.0090
0.0330+0.0294

17.68
10.33
2.832
1.534
1.507
1.520
1.455
1.468
1.477

1.00
1.00
1.00
1.00
0.91
0.31
0.98
0.20
0.48

imaginary
0.0255+0.0013
0.0532+0.0010
0.0658+0.0012
0.0691+0.0020
0.0703+0.0032
0.0576+0.0063
0.0598+0.0094
0.0498+0.0181
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FIG. 4. Polynomial fits to the values of x do. /d 0* calculat-
ed from the data of this experiment. The solid line is a seven-
term fit to the 111 points in the region 101'—180'. A six-term fit
to the 83 points in the region 122 —180' is shown by a dotted
line, which deviates only slightly from the solid line in the re-
gion x -0.5.

IV. CONCLUSIONS

The data presented here are the best available in this
energy region. They are in reasonable agreement with an
independent LAMPF experiment covering a smaller an-
gular region [7], but not with data from PPA [5] and Sa-
clay [6]. There does seem to be a problem with absolute
normalization, however, which various evidence indicates

malization of the point by 10% (shown by the upper star)
would put it in better agreement with the more recent
measurements of Giles [29]. This strengthens the argu-
ment for the —10% renormalization suggested by both
the phase-shift analysis and the coupling constant deter-
mination.

The pole-extrapolation procedure was also used to ex-
tract f values from the data of the other experiments
shown in Fig. 1, and the results are assembled in Table
IV. The criteria used to determine the optimum number
of terms is the same as was used in Table III, and once
again the optimum values are indicated by underlining.
The values off given by the Saclay data tend to be high,
and are made higher by elimination of the points at ex-
treme backward angles. The value given by the PPA
data is too high if all of the points are used, but are con-
sistent with the value 0.0735, within rather large error
bars, if only the backward-angle data are used. The
values given by the earlier LAMPF experiment are quite
low if the same statistical criterion is used to determine
the optimum number of terms. They are subject, of
course, to the same normalization error as the data of the
present experiment.

~ 2.0—
E

400
l

450
PROTON LABORATORY ENERGY

Gl 85
HO 83

~ MA 83
~ Rl 83

Rl 81
SH 82

+ BO 82
PR 78
AE 76
DO 70

l

500
(Mevj

is about 10% low. Since this normalization was based on
simultaneous detection of protons from n -p elastic
scattering and deuterons from the np ~d ~ reaction, it is
simplest to assume that the cross section used for the
latter reaction (0.83 mb) was too low by 10%. Since this
cross section, by isospin conservation rules, should be
one-half the cross section for the pp —+du+ reaction, the
cross section for the latter reaction should have been 1.83
rather than the 1.66 mb assumed, provided that isospin
conservation is valid.
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FIG. 5. Experimental values of the total cross section for the
pp~dm+ reaction between 400 and 520 MeV. The references
are as follows: GI 85—Giles [29]; HO 83—Hoftiezer et al. [30];
MA 83—Mathie et al. [31]; RI 83 —Ritchie et al. [32]; RI
81—Ritchie et al. [33];SH 82 —Shimizu et al. [34]; BO 82 —Bos-
well et al. [35]; PR 78 —Preedom et al. [36]; AE 76—Aebischer
et al. [37]; DO 70—Dolnick [38]. No errors were quoted on the
points labeled BO 82. The lower star shows the value assumed
in the analysis of the data of the present experiment, and the
upper star a value 10%%uo higher.
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