1803.07227v1 [cond-mat.mtrl-sci] 20 Mar 2018

arxXiv

On the Interfacial Phase Growth and Vacancy Evolution during Accelerated
Electromigration in Cu/Sn/Cu Microjoints

Vahid Attari®!, Supriyo Ghosh?®, Thien Duong?®, Raymundo Arroyave®?
@ Materials Science and Engineering Department, Texas AE&M University, College Station, TX 77843
b Mechanical Engineering Department, Texas A&M University, College Station, TX 77843

Abstract

In this work, we integrate different computational tools based on multi-phase-field simulations to account for the evolution
of morphologies and crystallographic defects of Cu/Sn/Cu sandwich interconnect structures that are widely used in three
dimensional integrated circuits (3DICs). Specifically, this work accounts for diffusion-driven formation and disappearance
of multiple intermetallic phases during accelerated electromigration and takes into account the non-equilibrium formation
of vacancies due to electromigration. The work compares nucleation, growth, and coalescence of intermetallic layers
during transient liquid phase bonding and virtual joint structure evolution subjected to accelerated electromigration
conditions at different temperatures. The changes in the rate of dissolution of Cu from intermetallics and the differences
in the evolution of intermetallic layers depending on whether they act as cathodes or anodes are accounted for and are
compared favorably with experiments. The model considers non-equilibrium evolution of vacancies that form due to
differences in couplings between diffusing atoms and electron flows. This work is significant as the point defect evolution
in 3DIC solder joints during electromigration has deep implications to the formation and coalescence of voids that

ultimately compromise the structural and functional integrity of the joints.
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1. Introduction

Currently, there exist five major low-temperature bonding
techniques that address the bonding needs in Three Dimen-
sional Integrated Circuit (3DIC) devices: direct, surface
activated, eutectic, adhesive, and nano-metal bonding. Each
bonding technology uses different approaches and material
combinations. Some of these potential technologies are good
candidates for mass production applications, and among
them, the low temperature hybrid bonding by eutectic solder
seems to have significant advantages due to less damage to
the device. Cu-Sn system has become a popular material
system for 3D integration. It overcomes the issues related to
the eutectic systems (Au-In, In-Sn, etc.), where achieving
a good performance is highly process-dependent and diffi-
culties such as freezing may occur during reflow, leading to
poor wetting and strength. It also overcomes the environ-
mental issues related to the Pb-Sn systems enabling more
than Moore system scaling in the 3DICs [T}, 2] [3].

Overall, the system down-scaling induces the transition
from soft sphere-shaped solders to hard cylindrical inter-
metallic (IMC) solders as shown in fig.[I[a). While the soft
sphere-shaped solders form thin IMC layers over Cu metal-
lization layers, the second type (narrow interconnections)
have near-bamboo grain structures due to similar line widths
or narrower than the average grain diameter of the original
interlayer [4]. This dimensional transition also enforces an

Preprint submitted to Journal of BTpX Templates

IMC-mediated packaging system where its integrity is con-
trolled by the structure and morphology of the CugSns and
CuzSn IMC layers [5].

While thermomigration (TM) is not a major concern in
conventional electronic interconnections, electromigration
(EM) isknown to be the main failure mechanism in Cu-based
Through Silicon Via (TSV) technology [0} 78], since inter-
connections are required to carry current densities on the
order of 0.1 MA/em? at temperatures above 100°C. These
large current densities induce significant mass transport
(due to electromigration coupling), resulting in considerable
changes in the interconnect microstructure during opera-
tion, and early failure of the device prominently due to the
formation of voids [6],[9].

The experimental studies by Gan et. al [I0], Orchard et. al
[T1], and the recent study by Yao et al. [12] show the distinct
characteristics of the EM/TM-mediated IMC growth at
the anode and cathode layers and depict the morphological
changes due to large mass fluxes. The analytical discussion
on the impact of EM flux on the evolution of IMC layers by
above studies does not distinguish the distinct nature of the
interchange between the CuzSn and CugSns layers. Our
previous phase-field study [13] on EM-mediated ripening
treatsthe anode and cathode IMC layers on separate domains
and neglects the complexities of the interchange between
these layers. Chao et. al [§] and Gurov et. al [14] analyzed
the kinetics of the diffusion of the dual IMC layers under EM
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conditions and emphasized the complexities of the current-
driven transport.

EM also induces enhanced exchange of atoms/vacancies
in the materials. This quickly induces rapid migration of
the atoms and possible generation of voids due to vacancy
condensation in certain phases/regions of the microstructure,
as it is observed in the C'uzSn IMCs during service [5}, [15].
The EM reliability issue in flip-chip systems is now known
to be a design issue and increasing the Cu Under Bump
Metallization (UBM) thickness to 50 ym primarily solves
the current density issue by enabling better distribution
of the current [6]. However, dimensional constraints in
3DIC technologies preclude the same strategy from being
used to ameliorate the more considerable EM-induced void
formation issues in microjoints.

A summary of the experimental microstructures of the
Cu/Sn/Cusandwich interconnection is provided in Table[T]
Apart from the experimental studies, numerous numerical
models (FDR [16], LSW [I7], phase-field [I8]19]) have been
utilized to study the growth and ripening process of IMCs
during soldering and conventional transient liquid phase
bonding (TLPB) processes. This work specifically covers the
EM-mediated growth of individual IMCs and distinguishes
the distinct nature of the interchange between the anode
and cathode layers by carrying out the simulations in one
domain. This addresses the influence of the top/bottom
layer on each other and the difference in the rate of growth
of IMCs on both sides. In addition, it enables addressing
the EM-mediated vacancy transport from one side to the
other by considering vacancy generation/annihilation in
the structure and studying the impact of microstructureal
components on vacancy transport. The work is also moti-
vated by the necessity of establishing reliable, scale-bridging
numerical methods [20] for studying the microstructural
phenomena in the materials, in order to characterize their re-
sponse under service conditions. This is essential in the case
of metallic microjoints such as the ones used in 3DIC pack-
aging systems [7]. This goal makes it necessary to consider
different, potentially multi-scale microstructural processes
[21] in the materials to gain an understanding of the un-
derlying physical phenomena responsible for the observed
responses while breaking the evolving discontinuities among
these scales [22].

Accordingly, we have built an integrated computational
framework to incorporate the multi-phase-field method
[18, 19], addressing the microstructural evolution in the
Cu/Sn/Cu sandwich structure during complex liquid and
solid state reactions with the EM and vacancy evolution
models. In this way, we couple the modified phase-field
approach with the electric charge continuity equation to
study the evolution of the miscrostructure of the intercon-
nection under external electric fields. In contrary to several
EM studies in the literature and our previous study [13], we
take different effective nuclear chagre values for the various
components of the microstructure. Furthermore, we analyze
the crystal structure of the IMCs using Density Functional
Theory (DFT) method [23] coupled with a thermodynamic
framework [24] to calculate the thermodynamics of the point

defects and solute site preferences in the Cu/Sn/Cu system.
Accordingly, we study the vacancy transport by consider-
ing vacancy generation/annihilation in the structure. This
work utilizes the foundations of Integrated Computational
Materials Engineering (ICME) methodology [25]26] to il-
lustrate the application of different computational tools to
analyze the microstructures across different scales ranging
from atomic to micro scales as it is the nature of the problem
in this study.

2. Methods

2.1. Multi-Phase-Field Method

In this study, a multi-phase-field formalism is used to study
the evolution of microstructure at isobaric and isothermal
states. The components of the material system evolve based
on the variational principles of total free energy of the ma-
terial. A set of non-conserved (¢) and conserved variables
(¢) describe the components of the microstructure, where
the non-conserved variables define the spatial fraction of
available phases over the domain (2) and the conserved
variables define the phase compositions. We start from a
general model of total free energy of a chemically heteroge-
nous system that involves interfacial, bulk and electrical
interactions:

Ftot :/Fint+Fbulk+Felec (1)
Q

where the three contributing factors are respectively formu-
lated as:
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with €;; as gradient energy coefficient representing the en-
ergy penalty in interface between it" and j** phases, and
w;; as a double-well potential accounting for the transfor-
mation barrier of the phase transition. The gradient energy
coefficient (¢;;) and the barrier height (w;;) are functions
of the interface energy (o;;) and the interface width (w;;).
f0 is the free energy of the homogenous system and c¢; is
the molar concentration of the phases. In this study, all
concentrations are based on molar concentration of Sn in
each phase. N4 is the Avogadro number, e is the natural
charge of an electron, 1) is the electronic potential, and Z* is
the the effective nuclear charge of the phases.

Using the model of the total free energy as a function of the
field variables (¢;) and (c), we postulate the following form
of the kinetic equations (phase-field and diffusion) as the
governing equations:
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Table 1: Summary of recent experimental studies on the formation of Cu/Sn/Cu microjoints
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where M;; is the interface mobility, and IV, is the number of
coexisting phases at the neighboring grid points. The phase-
field equation works only in the interface where ¢; changes
between 0 and 1. Defining the interdiffusion parameter
D(¢;) as a function of the phase-field order parameter in the
diffusion equation (eqn. @ allows to easily take into account
the diffusivity in various features of the microstructure (i.e.,
interfaces, GBs, and bulk phases).

We solve the governing equations over a two-dimensional
domain usingafinite differencesolver discretized in space and
time. Theselected domain shape and the relative dimensions
are based on the recent trend in evolution of the size and
shape of the solder bumps in 3DIC industry, where the
thickness of the microjoint is less than 10 um (refer to Table
1)). TLPB requires that the atoms in the bulk substrate
dissolve into the Sn interlayer [3T]. Consequently, a thin
Cu/Sn amorphous solution, (see [32] for details) as it is
observed experimentally, forms over the substrate. In this
study, amolten Sn layer in the middle, and two Cu substrates
at the top and bottom along with two thin (2 grid points)
Cu/Sn solution layers in between the Sn and Cu sections are
set as the initial condition of the material system. The initial
state of the microstructural domain, prior to the nucleation
of the secondary phases, is shown in fig. a). The system is
supposed to adjust itself to reach a steady-state regime by
nucleation and growth of the interfacial IMCs according to

thermodynamics and kinetics of the system. The boundary
conditions are periodic at the right and left side of this domain
and Neumann with zero flux at the top and bottom. The
grid points in the solution domain may comprise a mixture
of different phases. The coexisting phases in the interface
is stated by the condition of equality of chemical potentials
and the mass conservation as [33]:

foler(e, 0)] = f2[ea(a, )] = o = fileila, )] (7)
c(w,t) = Z ¢ici (8)

where fg stands as the derivative of the free energy with
respect to the composition of the phase 7. The free energies
have the form of the CALPHAD functional expression for a
binary system, fulfilling the thermodynamic requirements
as a function of composition and temperature [34]:
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with R as the ideal gas constant, and L;; the excess binary
interaction parameter which is dependent on the value of v.
In this study, v = 0 and the system is regular. The reference
Gibbs energy term, GY and LY;, are obtained from [35]. The
system of nonlinear equations shown in eqns. [7]and [§|are
solved at each iteration of the main solver.
The instability in the pure Cu/Sn/Cu material system starts
around the melting point of Sn (220°C) where the diffusion is



considerable. By increasing the process temperature, liquid

viscosity and subsequently the surface tension decreases [36].

Both of these parameters assist the spreadability of the IMCs
over the substrate. Hence, we investigate the evolution of
the low volume solder interconnection during three common
reflowing temperatures of 260°C, 300°C and 340°C. The
same simulations are repeated for different values of the
CugSns/Sn interface energy (o, 1) to investigate its impact
on the evolution of IMCs.

2.1.1. Nucleation of the Intermetallics

The phase-field method is a self-consistent field theory and
an additional nucleation theory is essential to consider the
nucleation of new grains. We use the classical nucleation
theory with the discrete Poisson probability distribution to
facilitate the likelihood of independent nucleation events
at fixed intervals of time and/or space with an average
occurrence rate. The approach is initially developed by
Simmons et al. [37] in the context of phase-field modeling to
avoid the use of Langevin noise term in the classical phase-
field formulation. The Poisson nucleation probability, P,,
and the rate of the nucleation events, I, in an undercooled
liquid is given by

P, =1— exp[ - (I.U.At)} (10)
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with At as the time interval of nucleation, v as volume of a
nucleus, and I as the nucleation rate. I is the nucleation
rate constant (a kinetic prefactor), altered in between the
suggested values on the order of (103! & 1 m~2s71) for the
surface based nucleation. o is the interface energy, AG,
is the barrier height of the nucleation, and 6 is the contact
angle. The detailed study of the impact of the nucleation
parameters on the microstructure can be found in [18].

2.2. Solid State Growth of the IMCs During Accelerated
Electromigration

The net flux of the atoms due to the chemical potential
gradients (V) and the external electric field (E = —V1))
is:

-
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Similar to the diffusion constant, the effective charge param-
eter, Z*, is defined as a function of the phase-field variable at
each grid point. kp is the Boltzmann constant and 7" is op-
eration temperature. In the context of phase-field modeling,
the respective diffusion equation for studying the evolution

of the microstructure under an external electric field with
the constraint, ¢ = ), ¢;¢; is:
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(14)
Equationis coupled with the phase-field equation (eqn.
for modeling the solid state growth of the IMCs under the
influence of external electric field.

The initial microstructure is selected from the phase-field
simulations when no electrical flow is present. Accordingly,
theisothermally reflowed virtual microstructures at elevated
temperatures of 260°C, 300°C and 340°C undergo acceler-
ated EM conditions at 130°C, 150°C and 180°C reaction
temperatures.

We assume that the applied electric field and the solid media
are quasi-static and isotropic, respectively. Consequently,
the distribution of the electrostatic potential over the do-
main is calculated assuming the quasi-stationary conduction
process. In this way, the continuity equation (% +V.J, = )
for the charge conduction simplifies to V.J_; = 0. Hence,
the equation below (also called Ohm’s equation) is used to
obtain the electrostatic potential over the domain:

v. [n(ci,@)w] =0 (15)

where k is the conductivity of the material. Equation
is solved separately during each iteration of the phase-field
solver by using the following boundary and initial conditions:

% top = —Je-tilci, di)

Ox |bottom —Je K(CZ’ ¢z) (16)
Periodic at left and right sides.

V|,_, =095 (V)

This initial condition is the common working potential for
the Xilinx 20nm 3DIC (UltraScale series) according to [38].
Consequently, the electrostatic field, electric field, current
density distribution and mass flux and their vector gradients
along with chemical evolution of the material system are
calculated. Additionally, EM induces a minor change in
the equilibrium concentration values. Hence, the equilib-
rium concentration values under the influence of the elec-
trical fields are re-calculated by construction of the electro-
chemical potentials due to the addition of >, %, (c;) term
to the total free energy.

2.8. Vacancy Transport During Electromigration

Point defects influence many physical properties and have
role in many diffusion controlled processes. Due to the
lack of experimental studies ( e.g., positron annihilation
spectroscopy, lattice parameter or electrical resistivity mea-
surements) on the characterization of vacancy formation and
migration in the Cu/Sn/Cu system, we use a DFT approach
[23] in combination with a dilute solution thermodynamic
formalism [24] in order to determine the equilibrium prop-
erties of the point defects and the solute site preferences in
IMCs. Later, based on the obtained information, we employ
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Figure 1: a) The domain schematic used in the phase-field model prior to the nucleation of the IMCs. The transition from soft

solder to the IMC-mediated joint is shown in the top of (a).

b) Hlustration of the initial microstructures in EM and vacancy

evolution studies. ¢) The orthorombic crystal structure of CuzSn and the monoclinic crystal structure of CugSns used in DFT
calculations (small spheres represent Cu atoms and larger spheres represent Sn atoms).

avacancy transport model to analyze the transient evolution
of vacancies during the evolution of the microstructures.

2.3.1. DFT Calculation and the Equilibrium Concentra-
tion of the Point Defects

DFT [23] framework, as implemented in the Vienna ab-
initio simulation package (VASP) [39,[40] is used to calculate
the energy spectrum in the IMCs. Generalized gradient
approximation (GGA) is used as the DFT functional as it is
proposed by Perdew, Burke, and Ernzerhof [41]. The GGA
appears to be more reliable in Sn-based IMCs [42]. The
electronic configurations of the elements in the system (Cu
and Sn) are determined by the projector augmented-wave
(PAW) [43]. Brillouin zone integrations were performed
using a Monkhorst-Pack mesh [44] with at least 3000 k
points per reciprocal atom. Full relaxations were realized by
using the Methfessel-Paxton smearing method [45] of order
one and a final self-consistent static calculation with the
tetrahedron smearing method with Bléchl corrections [46]. A
cutoffenergy of 533 eV was set for all calculations and the spin
polarizations were taken into account. The relaxations were
carried out in three stages: first stage by allowing changes
in shape and volume, corresponding to the (VASP) ISIF =
7 tag, second stage by additionally allowing the relaxation
of atoms, corresponding to the (VASP) ISIF = 2 tag and a
final self-consistent static calculation run. The equilibrium
concentration of the vacancies and their formation energies
are investigated by the grand-canonical, dilute-solution
thermodynamic formalism proposed in Ref. [24].

2.8.2. Transient Evolution of Vacancies in the System
For asufficiently dilute system where mass transport involves
diffusion via vacancies, it is convenient to introduce vacancy
as an additional component to balance the transport of the
moving atoms with respect to a reference system fixed to the
average atomic velocity:

=37 (i=12,...) (17)

where 7 stands as the number of the distinct atoms in the
material system, and the vacancies are supposed to be in ther-
mal equilibrium everywhere. Large electric fields or thermal
gradients are necessary to impose considerable deviation of
the vacancy concentration from equilibrium. In addition,
the electrochemical flux of the vacancies is combined with a
vacancy sink term accounting for the rate of the change in
vacancy concentration due to diffusion to a fixed number of
sinks (annihilation). It is already known that point defects
canbeproduced/annihilated in excess of the thermodynamic
equilibrium vacancies [47]. There exists a thermodynamic
driving force to cut the concentration of the defects to the
equilibrium concentration of the crystal. Excess defects
may disappear from a crystal by two different mechanisms,
migration to the sinks or recombination. Hence, the rate at
which vacancies can accumulate at particular points in the
sandwich interconnection is expressed as:

e,
ot
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where J_;, is the vacancy flux due to the chemical and electri-
cal interactions. The second term is the rate of change of
vacancies due to diffusion to a fixed number of sinks when
vacancy concentration is out of the equilibrium. ¢, is the
vacancy concentration in the sample at a certain time ¢ out of
equilibrium vacancy concentration c.q. I' is the jumping fre-
quency of the vacancy at temperature 7" and n is the average
number of jumps needed for a vacancy to overtake to reach
asink. I'isgiven by I' = v x emp( — l%\é") where v is the
average effective vibration frequency and E; is the vacancy
migration energy. Substitution into eqn. [I§|results into the
following partial differential equation for the evolution of
the vacancies:
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where D,, is the true statistical vacancy diffusion coefficient
under EM condions, which are related to the intrinsic diffu-
sion constants via a correlation factor (f). Here, we avoid the
discussion on the difficulty of obtaining the value of f. In a
dilute binary system, the chemical diffusion of vacancies (D)
can be approximated by Dg,-Dc, and the electrical diffu-
sivity of vacancies (Dg) can be approximated by Dg,+Dcw,
8. Ds,, and D¢, are the intrinsic diffusivities of Cu and Sn
in the phases and the values are shown in Table. [2]

Table 2: Intrinsic diffusion constants used in the vacancy
transport model [48] [49].

— Phase

. . Cu CusSn CugSns Sn
Cu 2.05% 10707 1.80x 103 6.20x 103 T 24x 10~ e R
Sn 3.40%10 %R 7.90x 10~ 0T 5.80x 10~ Te T 1.2x10~ %R

3. Results and Discussion

We studied the formation of a Cu/Sn/Cu microjoint in the
3DIC packaging systems suitable for manufacturing condi-
tions. This step forms the necessary initial microstructures
to be used for studying the impact of EM and the subsequent
morphological changes in the microjoint which are explained
in section[3.2] The crystal structure of the IMCs are investi-
gated in terms of the formation of equilibrium intrinsic point
defects in section[3.3] Next, the migration of vacancies in the
microstructure due to the applied external field is studied. In
each section, an overview of the subsequent computational
observations is provided, and the key comparisons with the
experiments are pointed out.

3.1. Formation and Morphology of the TLPB joint (In-
terface energy impact)

In this section, we explore the rate and the extent of growth
of the IMCs by changing the temperature and the model pa-
rameters, specifically the IMC-liquid (o, 1,) interface energy.
Temperature variation subsequently affects the system ther-
modynamics and diffusion parameters (Arrhenius diffusivity
relations are used). Interfacial mobilities are defined as a
function of the diffusivity parameters. However, interfacial
energies are temperature invariant constant values which
are defined based on our previous knowledge in this system.
We used similar values as estimated by our previous studies
for larger size solder systems. The assumption by [50] for
oL interface energy is one order of magnitude smaller than
what we already used in our previous phase-field modeling
study [I8]. The Arrhenius diffusivity relations, interfacial
mobilities, interfacial energies and other material properties
used in our simulations are summarized in Table[3]

Figure[2]demonstrates the isothermal growth of the IMCs
after reflowing for 25 minutes at 260°C, 300°C and 340°C.
Similar to our previous TLPB joint formation study, the
simulations follow two stages, the first stage of the evolu-
tion contains both liquid and solid state reactions while the
second state entirely consists of solid state reactions. Each
reaction type implies different equilibrium conditions, which

will be satisfied by solving a set of non-linear equations,
subjected to the equal chemical potential (eqn. [7)) and mass
conservation (eqn. [§]) constraints at the interface. The initial
CugSns and CuzSn nuclei are imposed uniformly in the
system in a square shape by means of the nucleation mod-
ule. These phases grow in scallop and planar morphologies,
respectively. During the initial stages of the evolution, the
CugSns IMCs grow fast into the Sn and consume the Sn layer
entirely while the C'uz.Sn layer thickness remains almost in-
tact. Later, equiaxed islands of the C'ugSns grains form
when the two C'ugSns layers meet with each other entirely.
At this point, the reaction changes due to full consumption of
the Sn interlayer and the system enters the sequence of solid
state reactions. The growth rate is considerably slow for
this stage. Later, the C'uzSn grains dominate the material
system by consuming C'ug.Sns grains and covering the entire
interlayer. Compositions of phases in different interfaces
and the reaction exponent (n) for average thickness of the
IMC layers during liquid stage reactions for different simu-
lations are reported in Table[] The study shows that the
reaction rate is independent of solder volume or substrate
area fraction and it is more dependent on the amount of bulk
and interfacial diffusive features in the microstructure. We
avoid providing further details of the reaction process during
TLPB here, and readers may refer to our previous work [18].
An example morphological comparison between the current
phase-field study and the experimental study of Cu/Sn/Cu
sandwich interconnection with 15 pm interlayer thickness is
illustrated in fig.

We have already shown that the diffusivity values, particu-
larly along the interfaces and GBs affect the growth rate and
morphology of the IMCs rather than the amount of the solder
material [I8]. However, the interfacial energy variation has
not been addressed before. Whether the effect of o, inter-
face energy and C'ugSns GB diffusivity rate are dependent
or independent requires sensitivity analysis. Both these
parameters promote the growth of CugSns IMCs, and their
growth rate has significant impact on the morphology of this
IMC. Hence, based on our previous studies on determina-
tion of working parameters for the phase-field model and
also with current set of Arrhenius diffusivities, oy, interface
energy value should be roughly 0.1< 0,1, <0.15. The value
of the interface energy in between the C'uz Sn IMCs should
always be 2 to 3 times higher compared to that of the CugSns
IMCs, in order to obtain a planar morphology of the CusSn
layer.

Figure@depicts how increasing the value of 0, 7, parameter
from 0.1 to 0.15 J/m? decreases the wetting angle. While
the nucleus starts as a square in tangent contact with the
substrate, its height then rises as the capillary wave initiated
from the triple line arrives at the top of the nucleus. Contact
angle hysteresis is observed in the phase-field modeling as
it is often seen in practice. Oscillations may occur in the
triple-line position and the largest contact angle oscillation
is roughly close to 1.5 radian for the case of 0.1 //m?. The
CugSns IMCs grow with bamboo-like morphologies when
theinterface energyis0.1//m?. Thisbehaviourisvery similar
to the effect of the CugSns GB diffusion where IMCs grow



Table 3: The material parameters for different components of the microstructure.

Microstructure Components Type Material Properties
Sn 2.47 x 10-“exp(—3,f§'iﬁ) n/a o n/a ;‘ 1797 T 110x 1077
Cu = 590 x 10 Pexp(—1388) n/a = n/a < 910 ¢ 170x1078
Bulk phases a _s (7 8"5,*3(%) = / e / o ~ -7
CugSns E 258 x 10 %exp(—5F) . n/a 5, n/a & 13.93 ~ L175x10
~— = ©
CuzSn > 3.6 x 10’106171)(7%) N n/a %D n/a & 1575 2 983x107°
+ .
Snfcugsns(opr) 'S 0.2 x Dg, £ (1ox 10°Dg, £ 0.1,0.125,0.15 O -8.98 B 2775 x 1077
Interfaces CueSns [Cuy Sn g 1.5 X Deygsns 3 (7.0x10%)Dg, f 0.5 g -6.96 T 2495x 1077
CusSnjc, 1.5 X Douzsn E° (1.0x10*)Dg, 8 0.5 g 787 § 1763x1077
. . CugSns A 8 X Deugsing (7.0x10*)Dg, & 0.3 & 278§ 2697x1077
Grain Boundaries CuzSn 10 X Deruysn (7.0 x 10°)Dg, & 0.3 B 315 £ 2184x10°7
Increasing isothermal reflowing temperature
[ j [ Concentration (Sn)
Q 0.95
0.85
- 0.75
o 0.65
2 0.55
5 0.45
8 0.35
5 0.25
£ 0.15
= 0.05
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Z s
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Figure 2: The microstructure of the Cu/Sn/Cu sandwich interconnection after reflowing at (a,d,g) 260°C (b,e,h) 300°C and (c,f,i)
340°C for 25 minutes. The corresponding interfacial energies are (a,b,c)=0.1 7/m? (d,e,f)=0.125 J/m? and (g,h,i)=0.15 7/m2. A
video clip is available online. Supplementary material related to this article can be found online at (***).

faster into the liquid with higher rates, although an increase
in C'ugSns GB diffusivity value never yields bamboo-shaped
structure.

The variation of ,7, interface energy points out the ques-
tion that when and how the coalescence in C'ugSns IMCs
occurs. As experiments also suggest, careful tracing of the
coalescence of CugSns IMCs with the neighboring grains
show that an IMC should be at least twice the size of the
neighboring grain in order to absorb it. From a simulation
point of view, this only happens when the o, interface
energy is higher than 0.125 J/m?. On the contrary, there is
no coalescence when o, 7, =0.1 //m?. Hence, we hypothesize
the effect of dynamic interface energy on the evolution of
CugSns IMCs. This can be confirmed by looking at the
experimental observations in fig. 1 of the study by Choi et al.
[61]. The micrographs in this figure clearly show that the
interface energy should be around 0.1 7 /m? upto 120 seconds
of the reaction time, while for elongated reaction times the
value seems to be more on the side of (0.125 t0 0.15) 7/ /m?. In
the later cases, the coalescence continues while the C'ugSns
top and bottom layers touch each other. At this point, the
formed islands of IMCs change the growth regime in favor
of the touching C'ugSns pha<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>