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ABSTRACT

Hydraulic fracturing is a technique extensively used in the oil and gas industry, where water,

proppant (sand) and additives are injected into unconventional reservoirs to enhance the recovery

of shale hydrocarbon. Because of complex fracture growth in naturally fractured unconventional

reservoirs, the ultimate goal of hydraulic fracturing operation should be changed from achieving a

desired fracture geometry to maximizing the total fracture surface area (TFSA) for given fracturing

resources, as it will allow more drainage area available for oil recovery. Unfortunately, there are

no such techniques available to develop pumping schedules to maximize the TFSA for given frac-

turing resources in naturally fractured unconventional reservoirs. Motivated by this, we developed

a model-based pumping schedule by utilizing a recently developed unconventional complex frac-

ture propagation model called Mangrove describing complex fracture networks by accounting for

interaction between hydraulic fractures and natural fractures. We demonstrated that by using the

proposed control scheme, the TFSA can be greatly enhanced which will increase the cumulative

shale oil production volume, compared to the existing pumping schedules.

Although some previous studies have developed pumping schedules that maximize gas produc-

tion for a single-size proppant, there are very few studies that consider the effect of varying prop-

pant diameters across pumping stages on shale gas production. Motivated by this, we conducted a

sensitivity analysis and extended the previous pumping schedule by considering multi-size prop-

pant for simultaneously propagating multiple fractures to maximize shale gas production from

unconventional reservoirs. Since the size of injected proppant particles determines the average

propped surface area (PSA) and average fracture conductivity (FC), we developed a framework

called Sequentially Interlinked Modeling Structure (SIMS) to predict the average PSA, average

FC and cumulative shale gas production volume for a given pumping schedule. Then, we used the

SIMS framework to obtain a multi-size proppant pumping schedule that maximizes shale gas pro-

duction. Finally, we demonstrated that obtained pumping schedule gives a gas production volume

greater than the values obtained from the existing pumping schedules which consider only single
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size proppant.
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1. INTRODUCTION

Hydraulic fracturing is a stimulation technique to enhance the oil and gas production that typically

involves injecting water, proppant (sand), and additives under high pressure into unconventional

reservoirs. Hydraulic fracturing, commonly known as ‘fracking’, is used to create new fractures in

the existing rock, and also increase the size, spread, connectivity and conductivity of existing frac-

tures. This technique is commonly used in low-permeability rocks like shale and tight sandstone

to increase oil and/or gas flow to a well from petroleum-bearing unconventional reservoirs. The

importance of using proppant in the hydraulic fracturing operation in unconventional reservoirs

has been discussed in detail by Fredd et al. [2]. Although hydraulic fracturing stimulations using

vertical wells in conventional reservoirs have been in practice for over six decades, it is the current

practice of horizontal drilling in unconventional reservoirs that has led to its massive popularitiy in

the oil and gas industry.

Shale revolution in the United States started in the beginning of the 21st century from Barnett

Shale reservoir, located in the central-north Texas. The United States eventually surpassed Russia

to become the largest global producer of natural gas and oil in 2014. In the United States itself,

as per the data obtained from Annual Energy Outlook 2019 released by U.S. Energy Information

Administration, the production of dry gas from unconventional reservoir has increased from just

5.7 trillion cubic feet in 2000 to over 26 trillion cubic feet in 2019.

In this thesis, we develop pumping schedules that maximize shale oil and gas production from

unconventional reservoirs. In Chapter 2, we develop model-based pumping schedule to enhance

shale oil production from naturally-fractured unconventional reservoirs. In Chapter 3, we develop

multi-size proppant pumping schedule to enhance shale gas production volume considering simul-

taneously propagating multiple fractures.

1



2. ENHANCING TFSA IN NATURALLY FRACTURED UNCONVENTIONAL

RESERVOIRS VIA MODEL PREDICTIVE CONTROL

2.1 Introduction

Natural fractures (discontinuities in shale rock formations) are commonly observed in most of

the unconventional reservoirs using advanced fracture diagnostic techniques such as microseismic

monitoring, core samples and outcrops [3, 4, 5, 6]. These natural fractures will interact with

hydraulic fractures, divert fracture propagation and result in a complex fracture geometry [7, 8].

The resulting complex fracture geometry in naturally fractured unconventional reservoirs plays a

major role in recovering oil, subsequently determining the performance of the well. Therefore, it

is very important to consider the interaction between hydraulic fractures and natural fractures to

optimize hydraulic fracturing treatments in naturally fractured unconventional reservoirs.

The three possible scenarios when a propagating hydraulic fracture interacts with a natural

fracture are shown in Fig. 2.1 [7]. First, the hydraulic fracture will continue to propagate like

a planar fracture in the same direction by crossing the natural fracture (Fig. 2.1a). Second, the

hydraulic fracture will divert into the natural fracture and will re-initiate its propagation at the

natural fracture’s tip (Fig. 2.1b). Third, the diverted hydraulic fracture will re-initiate at some

weak point along the natural fracture (Fig. 2.1c).

The interaction between hydraulic fractures and natural fractures has been studied experimen-

tally and numerically by many researchers [9, 10, 11, 12, 13]. To analyze complex fracture net-

works, the wire-mesh model [14, 15] and the discrete-fracture-network model [16] are generally

used, in which a complex fracture geometry is approximated by the orthogonal grid pattern of

hydraulic fractures. However, these approaches ignore the mechanisms of how natural and hy-

draulic fractures interact. Olson and Taleghani [17] developed a model to describe multiple, non-

planar, pseudo-3-dimensional (P3D) fracture propagation in naturally fractured unconventional

*Reprinted with permission from “Enhancing total fracture surface area in naturally fractured unconventional
reservoirs via model predictive control” by Siddhamshetty, P., Bhandakkar, P., and Kwon, J. S. 2020. Journal of
Petroleum Science & Engineering, 184, 106525, Copyright 2020 Elsevier.
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Figure 2.1: Possible scenarios when a hydraulic fracture interacts with a natural fracture.

reservoirs, but the model did not consider pressure drops in fractures due to fluid flow. Budyn et

al. [18] and Keshavarzi et al. [19] modeled the hydraulic fracture propagation using an extended-

finite-element-method (XFEM) model to analyze the natural and hydraulic fracture interaction.

However, both of these XFEM models are two-dimensional (2D) and do not consider the three-

dimensional (3D) effects such as the evolution of fracture height. Recently, Wu and Olson [20]

developed a complex hydraulic fracturing model by employing the 3D displacement discontinuity

method, which was computationally efficient. In this model, the hydraulic fracture propagation

direction during its interaction with natural fractures was determined using a crossing criterion by

modifying the extended Renshaw and Pollard criterian [11, 21]. However, this model did not con-

sider the proppant transport in naturally fractured unconventional reservoirs. Recently, Weng et al.

[22] developed an unconventional fracture model (UFM) by considering height growth, fracture

deformation, fluid flow and proppant transport in naturally fractured unconventional reservoirs to

simulate complex fracture network. Based on the UFM, Schlumberger developed a hydraulic frac-

ture simulator called Mangrove which is an engineered stimulation package available in Schlum-

berger Petrel platform. In this work, we have used Mangrove to simulate the complex fracture

growth in naturally fractured unconventional reservoirs.

In hydraulic fracturing, achieving an optimal fracture geometry is important as it will maximize

the oil production rate from unconventional reservoirs [23]. Recently, several studies have been

3



conducted to compute the fracturing fluid pumping schedule by developing real-time model-based

feedback control strategies and to achieve an optimal fracture geometry [1, 23, 24, 25, 26, 27, 28,

29, 30, 31, 32]. However, they did not consider natural fractures, which may result in a complex

fracture geometry. Because of this complex fracture growth behavior, the ultimate goal of hydraulic

fracturing in naturally fractured unconventional reservoirs should be changed from achieving a

desired fracture geometry to maximizing the total fracture surface area (TFSA) for given fracturing

resources such as water, proppant, viscosifying agent, etc. This will increase the drainage area,

thereby enhancing the overall oil production rate in naturally fractured unconventional reservoirs

[33]. Therefore, the pumping schedule computed using existing control schemes cannot be directly

applied to naturally fractured unconventional reservoirs. Motivated by this, in this chapter, we

develop a model-based pumping schedule to maximize the TFSA by utilizing Mangrove to describe

complex fracture growth in naturally fractured unconventional reservoirs.

This chapter is organized as follows: High-fidelity model formulation using Mangrove is de-

scribed in Section 2.2. In Section 2.3, we present a sensitivity analysis to show the importance

of maximizing the TFSA in naturally fractured unconventional reservoirs. In Section 2.4, we

present existing pumping schedule design techniques and their drawbacks. In Section 2.5, we

construct a reduced-order model (ROM) that describes the relationship between the manipulated

input variables (i.e., flow rate of fracturing fluid and proppant concentration at the wellbore) and

output variable (i.e., TFSA) using the data generated from Mangrove. Next, we design a Kalman

filter utilizing the available measurement to estimate unmeasurable ROM states. In Section 2.6,

we present a model-based feedback control framework to compute the fracturing fluid pumping

schedule that maximizes TFSA with given resources. In Section 2.7, we present the closed-loop

simulation results to demonstrate that the obtained TFSA can lead to an enhanced oil production

rate from naturally fractured unconventional reservoirs.

2.2 High-fidelity model formulation using Mangrove

In this section, we will discuss the UFM developed by Weng et al. [22], which considers the

complex fracture growth in naturally fractured unconventional reservoirs.
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2.2.1 Overview of the UFM

The UFM introduced by Weng et al. [22] has assumptions and equations very similar to that of

P3D model, but solves a problem where fluid flow and rock deformation are coupled in a complex

fracture network where natural fractures have to be considered. A key advantage of the UFM is

that it is able to simulate the interaction of hydraulic fractures with pre-existing natural fractures.

In particular, it determines whether (a) a hydraulic fracture propagates like a planar fracture in the

same direction by crossing a natural fracture, (b) a hydraulic fracture is arrested when it interacts

with a natural fracture, or (c) a hydraulic fracture diverts into a natural fracture and subsequently

propagates along a natural fracture. In addition to the interaction between hydraulic fractures

and natural fractures, the UFM also considers the interaction between adjacent fractures (i.e., the

stress-shadow effect). The UFM solves a system of governing equations describing fluid flow in

the fracture network, mass conversation, fracture deformation, height growth, proppant transport

and fracture interaction to simulate the propagation of a complex fracture network that consists of

many intersecting fractures, which are described below.

2.2.1.1 Fluid Flow equations

The local mass conservation equation at any location in the complex fracture network is given as:

∂q

∂s
+
∂(Hflw)

∂t
+ qL = 0 (2.1)

qL = 2hLuL (2.2)

where Hfl is the height of a fracture at position s and time t, q denotes the local fracturing fluid

flow rate, w is the average width of a fracture at position s = s(x, y), and qL is the leak-off volume

rate through the hydraulic fracture wall (leak-off velocity, uL, times leak-off fracture height, hL),

which is computed using Carter’s leak-off model.

The pressure drop along a fracture branch in a complex fracture network for laminar flow of
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power-law fluid can be expressed using Poiseuille law:

∂p

∂s
= −α0

1

w2n′+1

q

Hfl

∣∣∣∣ qHfl

∣∣∣∣n′−1

(2.3a)

and for turbulent fracturing fluid flow:

∂p

∂s
= −fρ

w3

q

Hfl

∣∣∣∣ qHfl

∣∣∣∣ (2.3b)

where

α0 =
2k′

φ(n′)n′ .

(
4n′ + 2

n′

)n′

;φ(n′) =
1

Hfl

∫
Hfl

(
w(z)

w

) 2n′+1
n′

dz (2.4)

where p is the fluid pressure, w(z) denotes the fracture width as a function of depth z, f represents

the fanning factor, ρ is the density of slurry, and n′ and k′ are the fracturing fluid power-law index

and consistency index, respectively.

The fracture height and width profiles in a multi-layered formation depends on the fluid pres-

sure, fracture toughness, in-situ stresses, layer thickness and elastic modulus of each layer. The

fracture height is calculated by matching the fracture toughness to the stress intensity factors at

fracture tips. Stress intensity factors K1u, K1l and width profile are given as follows [34]:
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K1u =

√
πh

2

[
pcp − σn + ρfg

(
hcp −

3h

4

)]
+

√
2

πh

n−1∑
i=1

(σi+1 − σi)

×
[
h

2
arccos

(
h− 2hi

h

)
−
√
hi(h− hi)

] (2.5a)

K1l =

√
πh

2

[
pcp − σn + ρfg

(
hcp −

h

4

)]
+

√
2

πh

n−1∑
i=1

(σi+1 − σi)

×
[
h

2
arccos

(
h− 2hi

h

)
+
√
hi(h− hi)

] (2.5b)

w(z) =
4

E ′

[
pcp − σn + ρfg

(
hcp −

h

4
− z

2

)]√
z(h− z) +

4

πE ′

n−1∑
i=1

(σi+1 − σi)[
(hi − z) arcCosh

z
(
h−2hi
h

)
+ hi

|z − hi|
+
√
z(h− z) arccos

(
h− 2hi

h

)] (2.5c)

where K1u and K1l are the stress intensity factors at the top and bottom of fracture tips, respec-

tively, h is the fracture height, pcp is fracturing fluid pressure at height hcp measured from the

bottom tip of the reference fracture, σn and σi are the in-situ stresses at the top and the ith layer,

respectively, hi is the distance between the fracture bottom tip and top of ith layer, ρf is the fluid

density and E ′ = E/(1− ν2) where E is Young’s modulus, ν is Poisson’s ratio.

In addition to the above equations, the following global volume balance must be satisfied at

each time: ∫ t

0

Q(t)dt =

∫ L(t)

0

h(s, t)w(s, t)ds+

∫
HL

∫ t

0

∫ L(t)

0

2uLdsdtdhL (2.6)

where t is the current time, L(t) is the total fracture length in the hydraulic fracture network at time

t and Q(t) is the fracturing fluid flow rate at the wellbore. The global volume balance equation

essentially signifies that the total volume of injected fracturing fluid is equal to the volumes of

fracturing fluid present in the fracture network and leak-off fluid to the surrounding formation.

These equations, along with the boundary conditions stating that the fracture tip’s width, net

pressure and flow rate are zero, describe the fluid flow through a complex fracture network.
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2.2.1.2 Hydraulic and natural fractures interaction

The interaction between propagating hydraulic fractures and pre-existing natural fractures is a

very complex phenomenon. The modeling of this system requires consideration of various rock

properties like Young’s modulus, tensile strength, poisson’s ratio, toughness, permeability and

cohesion. It should also incorporate various fracturing fluid properties like viscosity, density and

pressure. In addition to this, mechanical properties like cluster spacing and relative angle between

hydraulic fractures and natural fractures also govern whether a hydraulic fracture will cross a

natural fracture, dilate a natural fracture, or be arrested at a natural fracture as explained by Wu

and Olson [33]. The average opening width of a fracture [35] and average pressure of a fracturing

fluid in the natural fracture [36, 37] are governed by the following equations:

w = 2.53

[
QµL2

E ′H

]1/4
pNF (t) = pf tanh

(√
2kpf
µb2s

t

)
(2.7)

where µ is the slurry viscosity, pf is the fracture tip’s fluid pressure, pNF is the fluid pressure

within a natural fracture, k is the permeability of natural fracture, t is the contact time and bs is the

boundary of sliding zone as a result of contact between a natural fracture and hydraulic fracture.

2.2.1.3 Stress shadow effects

Stress shadow effects refer to alteration in the growth pattern of a hydraulic fracture due the pres-

ence of neighboring fractures. The disturbance from nearby fractures leads to a significant pertur-

bation in the propagating hydraulic fracture. In this work, 2D Displacement Discontinuity Method

(DDM) described by Crouch et al. [38] is used to quantify the normal and shear stresses on a frac-

ture element due to opening and shearing displacement discontinuities. It is defined as follows:

σin =
N∑
j=1

AijCij
nsD

j
s +

N∑
j=1

AijCij
nnD

j
n (2.8a)

σis =
N∑
j=1

AijCij
ssD

j
s +

N∑
j=1

AijCij
snD

j
n (2.8b)
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where σn and σs are the normal and shear stresses, respectively, Dn and Ds are the opening and

shearing displacement discontinuities, respectively, Cij are the 2D plane-strain elastic influence

coefficients and Aij are the 3D correction factors introduced by Olson [39] to account for the 3D

effect caused by finite fracture height.

Based on this UFM, Schlumberger developed a hydraulic fracture simulator called Mangrove

which is an engineered stimulation package available in Schlumberger Petrel platform. In this

work, we have used Mangrove to simulate complex fracture growth in naturally fractured uncon-

ventional reservoirs.

Remark 1. The parameters required to set up the Mangrove simulator for a specific rock forma-

tion are reservoir thickness, Young’s modulus, Poisson ratio, minimum and maximum horizontal

stresses, and natural fracture properties such as length, orientation and spacing between natu-

ral fractures. The minimum horizontal stress of rock formation can be obtained from minifrac

or extended leak-off test, and maximum horizontal stress is available from wellbore failure image

and modeling. Rock properties such as Young’s modulus and Poisson ratio can be obtained from

well logs. Microseismic measurements can be used to partially predict the distribution of natural

fractures by comparing the effective stimulated volume for a given distribution of natural fractures.

2.2.2 Reservoir Simulator

Apart from simulating complex fracture networks, Mangrove can model the oil production through

proppant-propped complex fractured networks. Specifically, the output from the UFM is fed as

an input to the automated grid generator [40]. After establishing the production grid including

a complex fracture geometry, we simulate production from an oil well in a naturally fractured

unconventional reservoir using Mangrove. Then the Net Present Value (NPV) of the oil produced

from the well is calculated using the following equation:

NPV =

∫ T

0

Qoilroil(1 + I)−ctdt (2.9)
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whereQoil is the oil production rate from the well, t is the elapsed time since the oil production was

initiated, T is the total oil production time, roil is the oil market price, c is the time constant, and I

is the money discount rate. In this work, c and I are taken as 0.1 and 1/365 (1/day), respectively.

2.3 Sensitivity analysis of complex fracture growth in naturally fractured reservoirs

During hydraulic fracture propagation in naturally fractured reservoirs, the complex fracture growth

depends on in-situ stresses, rock mechanical properties, natural fracture properties and hydraulic

fracture treatment parameters (e.g., fracturing fluid properties and pumping schedules). In this sec-

tion, we performed sensitivity analysis on the effect of natural fracture distribution (e.g., length,

orientation and spacing between natural fractures) and fracturing fluid pumping schedule (e.g.,

flow rate and proppant concentration injected at the wellbore) on TFSA for given rock properties

(e.g., Young’s modulus, Poisson ratio and in-situ stresses).

2.3.1 Effect of natural fracture distribution on TFSA

For all the simulations, we considered a single-stage hydraulic fracturing operation with three

simultaneously propagating multiple fractures from the three clusters with a fracture spacing of

100 ft. We considered a total of 487200 lb proppant available for injection per stage. All the other

parameters used in the simulations are given in Table 2.1.

2.3.1.1 Effect of natural fracture orientation on TFSA

The orientation of natural fractures, which is defined by the relative angle (β in Fig. 2.2) between

hydraulic fractures and natural fractures, is one of the important factors affecting the final fracture

geometry. As the relative angle decreases, the tendency of hydraulic fractures to cross natural

fractures decreases [41]. Consequently, hydraulic fracture propagation will divert into natural

fractures leading to a complex fracture geometry. In this sensitivity analysis, we considered four

different relative angles (0◦, 30◦, 45◦ and 90◦) with a differential stress (i.e., the difference between

the maximum and minimum horizontal stresses) of 200 psi and all other parameters were kept as

same of those given in Table 2.1. The total number of natural fractures, their lengths, and inter-

fracture spacing were generated assuming they will follow normal distributions [42]. The statistical
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Parameter Value
Fracturing fluid flow rate 60 bbl/min

Stage length 200 ft

Reservoir thickness 500 ft

Young’s modulus 1.57 Mpsi

Poisson ratio 0.35

Proppant particle density 2640 kg/m3

Slick-water density 1000 kg/m3

Viscosity 0.64 cp

Minimum horizontal stress 4450 psi

Maximum horizontal stress 4650 psi

Perforations in each cluster 12

Diameter of each perforation 0.42 in

Proppant mesh size 80/100

Diameter of proppant 0.00647 in

Friction coefficient 0.6

Table 2.1: Model parameters used for sensitivity studies.

parameters used to generate natural fractures with different relative angles are given in Table 2.2

and the corresponding 2D traces of fracture networks are shown in Fig. 2.3.

Length (ft) Spacing (ft) Friction coefficient Relative angles
Average 100 50 0.6 0◦ 30◦ 45◦ 90◦

Standard deviation 50 5 0 0◦ 0◦ 0◦ 0◦

Table 2.2: Natural fracture distribution with different relative angles.

We observed that hydraulic fractures are unable to cross natural fractures for the four relative

angles considered in this work. Instead, they diverted into natural fractures leading to a com-

plex fracture geometry as shown in Fig. 2.3. Mangrove uses the crossing criterion developed by

Chuprakov et al. [37] to predict the interaction between hydraulic fractures and natural fractures;

the criterion was developed by considering the effect of in-situ stress ratio, friction coefficient,

relative angle, flow rate and viscosity. As per this criterion, a fracturing fluid will leak into natural
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Figure 2.2: Schematic showing a hydraulic fracture approaching a natural fracture.

fractures and divert the hydraulic fracturing propagation when the product of fracturing fluid flow

rate, Q, and viscosity, µ, is small (i.e., Qµ is a small value); otherwise, when the product value

is large, hydraulic fractures tend to cross natural fractures and propagate in the same direction,

like planar fractures. We considered a slick water for hydraulic fracturing which is of very-low

viscosity (0.64 cp), and thus, hydraulic fractures diverted into natural fractures for the four relative

angles resulting in a complex fracture geometry (Fig. 2.3). In addition, the TFSA is also affected

by the relative angles as shown in Fig. 2.4. When the relative angle is 0◦, hydraulic fractures will

propagate in the direction of the maximum horizontal stress after diverting into natural fractures

(Fig. 2.2). In this case, the compressional stress acting perpendicular to the surface of hydraulic

fractures is the minimum horizontal stress. As the relative angle increases, the compressional stress

acting on hydraulic fractures after diverting into natural fractures increases. Eventually, at 90◦ the

compressional stress acting on hydraulic fractures is the maximum horizontal stress. In summary,

the fracture growth becomes more restricted with relative angle (Fig. 2.3). Therefore, as can be

seen from Fig. 2.4, a smaller relative angle generates a higher TFSA.

2.3.1.2 Effect of natural fracture length on TFSA

As observed from the data obtained from Barnett shale [42], the length of natural fractures in

naturally fractured reservoirs is not constant. Generally, natural fractures with different lengths
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Figure 2.3: Fracture network at the end of hydraulic fracturing operation for four different relative
angles between hydraulic fractures and natural fractures.

are generated using a normal distribution to replicate the field case. In this sensitivity analysis,

we considered two different distributions of natural fracture length as given in Table 2.3 with a

fixed relative angle of 45◦. All other parameters were used as described in Table 2.1. The 2D trace

of natural fracture network and final complex fracture network obtained at the end of hydraulic

fracturing operation for these two cases are shown in Fig. 2.5.
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Figure 2.4: Comparison of TFSA for four different relative angles between hydraulic fractures and
natural fractures.

Figure 2.5: Fracture network at the end of hydraulic fracturing operation for two different natural
fracture length distributions.
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It is observed that the hydraulic fracture propagation pattern depends on the length of natural

fractures. Hydraulic fractures tend to propagate in the direction of natural fractures when the

length of natural fractures is long; whereas in the case of short natural fracture length, they tend

to propagate in the original hydraulic fracture propagation direction. In addition, TFSA is also

affected by natural fractures length, as shown in Fig. 2.6.
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Figure 2.6: Comparison of TFSA for two different natural fracture length distributions.

Until a hydraulic fracture diverts into a natural fracture, the compressional stress acting per-

pendicular to the fracture surface area is the minimum horizontal stress. However, after it diverts,

the compressional stress becomes greater than the minimum horizontal stress. This happens due

to a change in the fracture orientation until the fracture grows out of a natural fracture. For longer

natural fracture lengths, the high compressional strength will act for a longer time period which

further restricts fracture growth and generates a less TFSA compared to those of shorter natural

fracture lengths.
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Relative angle Spacing (ft) Friction coefficient Length (ft)
Average 45◦ 40 0.6 100 200

Standard deviation 0◦ 5 0 50 50

Table 2.3: Natural fracture distribution with different lengths.

2.3.1.3 Effect of natural fracture spacing on TFSA

In this sensitivity analysis, we considered two different distributions for natural fracture spacing as

given in Table 2.4 with a fixed relative angle of 45◦. All other parameters were kept as described

in Table 2.1. The 2D trace of natural fracture network and final complex fracture network obtained

at the end of hydraulic fracturing operation for these two cases are shown in Fig. 2.7.

Figure 2.7: Fracture network at the end of hydraulic fracturing operation for two different natural
fracture spacing distributions.

It is observed that a decrease in natural fracture spacing leads to a more complex fracture

geometry, as more natural fractures are likely to be encountered by hydraulic fractures. Because

of this complex interaction of hydraulic fractures with multiple closely-spaced natural fractures,
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TFSA decreases with natural fracturing spacing as shown in Fig. 2.8.

Relative angle Length (ft) Friction coefficient Spacing (ft)
Average 45◦ 100 0.6 20 60

Standard deviation 0◦ 50 0 5 5

Table 2.4: Natural fracture distribution with different spacing values.
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Figure 2.8: Comparison of TFSA for two different natural fracture spacing distributions.

Based on the sensitivity analysis presented above, we can observe that natural fracture at-

tributes (e.g., spacing, length and orientation) have a major impact on complex fracture growth

during hydraulic fracturing in naturally fractured unconventional reservoirs. Therefore, it is very

important to consider the interaction between hydraulic fractures and natural fractures to optimize

the hydraulic fracturing treatment in naturally fractured unconventional reservoirs. In practice,

microseismic measurements can be used to partially predict the distribution of natural fractures

by comparing the effective stimulated volume for a given distribution of natural fractures. In this
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work, we assume that the natural fracture distribution is available, which is used as a feedback to

design a model-based feedback control framework to compute the pumping schedule by maximiz-

ing the TFSA for given fracturing resources.
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Figure 2.9: Pumping Schedules used for sensitivity analysis.

2.3.2 Effect of pumping schedule on TFSA

In this subsection, we performed a sensitivity analysis to find the effect of fracturing fluid pump-

ing schedule (i.e., flow rate and proppant concentration at the wellbore) on the TFSA at the end

of pumping for given rock properties (e.g., Young’s modulus, Poisson ratio and in-situ stresses),
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natural fracture distribution (length, orientation and spacing between natural fractures) and amount

of proppant. The statistical parameters used to generate the natural fracture distribution are given

in Table 2.7. We considered a total amount of Mprop = 487200 lb proppant to be injected for cre-

ating fractures in a stage. All the other parameters used in the simulations are given in Table 2.1.

We generated three fractures in a single stage with a fixed fracture spacing. For the purpose of

sensitivity studies, we considered three cases with three different pumping schedules. The pump-

ing schedule used in each case and the evolution of TFSA with time are shown in Fig. 2.9 and

Fig. 2.10, respectively. We can clearly see that the TFSA depends on pumping schedules.
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Figure 2.10: Comparison of TFSA for three cases with different pumping schedules.
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Parameters Value

Reservoir rock type Consolidated sandstone

Permeability 0.0001− 0.0005 mD

Porosity 0.08

Reservoir pressure 5000 psi

Unpropped fracture conductivity 10−3 mD.ft

Production time 30 years

Table 2.5: Reservoir properties used for the oil production simulation.

Thereafter, we simulated the corresponding oil production for 30 years in each case using the

reservoir properties given in Table 2.5 and the generated complex fracture geometry at the end of

hydraulic fracturing operation. The cumulative oil production is shown in Fig. 2.11, where it can

be observed that the oil production rate is proportional to the TFSA at the end of pumping. This

can also be seen from the results presented in Table 2.6, where it is observed that a reduction of

18% in the TFSA at the end of pumping leads to a reduction of around 60% in the cumulative oil

production at the end of 30 years. This is mainly due to the fact that the drainage area for hydro-

carbon recovery is directly related to TFSA, and achieving a greater TFSA will lead to a greater oil

production rate in naturally fractured unconventional reservoirs. Therefore, because of complex

fracture growth, the main goal of hydraulic fracturing in naturally fractured unconventional reser-

voirs should be to maximize the TFSA by manipulating the fracturing fluid pumping schedule for

given resources as it will lead to more oil recovery.
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Figure 2.11: Cumulative oil production over time for three cases with different pumping schedules.

2.4 Background on pumping schedule design techniques

In this section, we present currently available pumping schedule design techniques. Nolte [43]

developed a power-law type proppant concentration schedule, C0(t), which is given below:

C0(t) =


Ctarget

(
t−tp
te−tp

)ε
for t ≥ tp

0 for t < tp

(2.10)

where the desired proppant concentration at the end of hydraulic fracturing operation is denoted

using Ctarget, ε is an exponent which depends on fracturing fluid efficiency η, the total time for

pumping is denoted using te, and tp = εte is the pad time at which injection of proppant is started.

Because of its easy-to-implement nature, Nolte’s pumping schedule has been widely used, however

it has the following practical limitations: (1) both proppant settling due to gravity and practical con-

straints are not considered; (2) because of the predefined form if there is a plant-model mismatch, it
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Case TFSA (ft2)
% Change in TFSA
compared to case A

Cumulative oil
production (STB)

% Change in production
compared to case A

Case A 1769942 0 501542 0
Case B 1664617 - 5.9 483678 - 3.6
Case C 1445647 - 18.3 192969 - 61.5

Table 2.6: TFSA and cumulative oil production for three cases with different pumping schedules.

will lead to early termination of hydraulic fracturing by creating a shorter propped fracture length;

(3) the pumping schedule is designed offline and applied in an open-loop manner to a hydraulic

fracturing process; (4) focused only on a single hydraulic fracture; and (5) interaction between

hydraulic fractures and natural fractures is not considered.

Recently, to overcome the limitations of Nolte’s pumping schedule, a new model-based control

system was developed to compute fracturing fluid pumping schedules online to achieve a uniform

proppant distribution and optimal fracture geometry in simultaneously growing multiple fractures

[1]. Specifically, they considered a dynamic model of simultaneously propagating multiple frac-

tures including fracture propagation, stress shadow effect and proppant transport. However, they

did not consider the interaction between hydraulic fractures and natural fractures, which resulted

in fractures with a planar shape.

As shown from the sensitivity analysis presented in Section 2.3, hydraulic fracturing operation

in naturally fractured unconventional reservoirs may result in a complex fracture geometry and it is

very important to maximize the TFSA at the end of pumping as it is directly related to oil produc-

tion rate. Pumping schedule design techniques mentioned above, which were developed to achieve

a specific fracture geometry (length, width and height), may not result in the maximum TFSA

when directly applied to naturally fractured unconventional reservoirs. Therefore, in the following

section, a model predictive controller (MPC) is developed to compute a pumping schedule that

will maximize the TFSA in naturally fractured unconventional reservoirs by utilizing Mangrove,

which will eventually lead to an enhanced oil production rate.
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2.5 Handling computational requirement in control of hydraulic fracturing processes

The UFM described using Eqs. (2.1)–(2.8) is computationally very expensive to be used directly

for the design of MPC. In this work, we developed a ROM using MOESP algorithm to describe

hydraulic fracture propagation and proppant transport phenomena in naturally fractured unconven-

tional reservoirs, which is given below:

x(tk+1) = Ax(tk) +Bu(tk) (2.11a)

y(tk) = Cx(tk) (2.11b)

where u(tk) = [Qx0(tk), C0(tk)]
T are the input variables, Qx0(tk) and C0(tk) are the fracturing

fluid flow rate and proppant concentration injected at the wellbore, respectively, the output variable,

y(tk) = [Afrac(tk)] is the TFSA, and the ROM states are represented using x(tk). For a system

with a given order, the model parameters to be determined include the matrices A, B, and C, and

the initial state estimate, x(0), using a training data set.

For training, we used an open-loop simulation data obtained using Mangrove to obtain a 3rd

order linear time-invariant state-space model. The training input is chosen by considering the min-

imum and maximum allowable fracturing flow rate and proppant concentration. Fig. 2.12 shows

the comparison between the estimated and true TFSA with time. It is observed that the estimated

TFSA from the ROM quickly converges to the true value obtained from the high-fidelity process

model. The computational requirement to solve Eq. (2.11) is a small fraction relative to that of

solving the UFM, Eqs. (2.1)–(2.8). We have validated the ROM by comparing its performance

with the high fidelity model by considering a different pumping schedule within the limits of min-

imum and maximum fracturing flow rate and proppant concentration considered while developing

ROM. Fig. 2.13 shows that TFSA obtained from the ROM is close to the high fidelity model.

In the present work, we assumed that TFSA is measurable, which is then used for estimation of
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the ROM states at time t = tk, x(tk), using a Kalman filter, which is given in the following form:

x̂(tk+1) = Ax̂(tk) +Bu(tk) +M(tk)(ym(tk)− ŷ(tk)) (2.12a)

M(tk) = P (tk)C
T (R(tk) + CP (tk)C

T )−1 (2.12b)

P (tk+1) = (I −M(tk)C)P (tk) (2.12c)

where the variables estimated by the Kalman filter are denoted using (̂·), ym(tk) = [Afrac(tk)] is

the TFSA, the process and measurement noise covariance matrices are denoted using Q and R,

respectively, M(tk) is the gain of Kalman filter, and P (tk) denotes the state estimation error co-

variance. In this work, a Kalman filter is used for state estimation. However, other state estimators

such as Luenberger observer or moving horizon estimator can be readily used.

Remark 2. In this work, Kalman filter is used to estimate the ROM states which will also handle

any plant-model mismatch by considering the real-time measurement of TFSA. Furthermore, due

to the nature of closed-loop operation based on the proposed controller design technique, model-

plant mismatch would be handled.
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Figure 2.12: Comparison between the true values and the estimates of TFSA for a given pumping
schedule.
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Figure 2.13: Validation of ROM by comparing it with high fidelity model for a given pumping
schedule.
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Remark 3. Please note that it is not practical to measure TFSA in real-time. However, TFSA

can be estimated from other available measurements using state estimators such as Kalman filter

or moving horizon estimator. In practice, we have very limited access to real-time measurements

such as the fracture width at the wellbore. Real-time measurement of fracture width at the wellbore

can be obtained using the wellbore pressure data and the elasticity equation relating the fracture

width at the wellbore and the wellbore pressure [24, 44, 45, 46, 47, 48]. Previously, we have used

this available measurement to estimate unmeasurable variables such as proppant concentration

across the fracture and average fracture width using a Kalman filter [23, 29, 30]. Similarly, we

can estimate TFSA by using a Kalman filter and the available real-time measurement of fracture

width at the wellbore.

2.6 Model-based feedback control system for enhancing TFSA in naturally fractured un-

conventional reservoirs

This section presents a MPC formulation to compute an optimal pumping schedule that maximizes

the TFSA in naturally fractured unconventional reservoirs at the end of hydraulic fracturing pro-

cess. The following MPC optimization problem is solved utilizing the ROM and Kalman filter to

compute the optimal pumping schedule:
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max
Cstage,k,...,Cstage,8

Qstage,k,...,Qstage,8

Afrac(tf ) (2.13a)

s.t. ym(tk) = Afrac(tk) (2.13b)

ROM, Eq. (2.11) (2.13c)

Kalman filter, Eq. (2.12) (2.13d)

Cstage,k−1+m ≤ Cstage,k+m ≤ 5 PPA (2.13e)

Qmin ≤ Qstage,k+m ≤ Qmax (2.13f)

m = 1, . . . , 8− k (2.13g)

∆

(
8∑

k=1

Qstage,kCstage,k

)
= Mprop (2.13h)

where the duration of each sampling is given by ∆, tk is the time of kth sample, ym(tk) is the

TFSA measured at t = tk, tf is the hydraulic fracturing total operation time, and the manipulated

input variables, Cstage,k andQstage,k, are obtained by solving Eq. (2.13) with a shrinking prediction

horizon Np = tf − tk.

In the optimization problem of Eq. (2.13), a Kalman filter, Eq. (2.13d), is used to estimate

unmeasurable ROM states and it is initialized at every sampling time utilizing the TFSA measured

in real-time, which is described by Eq. (2.13b). Eqs. (2.13e)-(2.13f) are the constraints on the

manipulated input variables (e.g., proppant concentration and fracturing fluid flow rate injected

at the wellbore). The units of fracturing fluid flow rate and proppant concentration are bbl/min

and PPA (1 pound of the proppant added to one gallon of fracturing fluid), respectively. The total

amount of proppant injected is constrained using Eq. (2.13h).

2.7 Closed-loop simulation results under the proposed MPC

In this section, we present the closed-loop simulation results to signify the performance of our

proposed MPC scheme. For all the cases, we considered a single stage hydraulic fracturing oper-
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ation to generate three simultaneously propagating multiple fractures for a given natural fracture

distribution. The statistical parameters used to generate the natural fracture distribution are given

in Table 2.7 and the generated natural fracture distribution is shown in Fig. 2.14. The total prop-

pant amount considered is Mprop = 487200 lb. All the other parameters used in the simulations

are given in Table 2.1. The high fidelity model of Mangrove described in Section 2.2 was utilized

to simulate a hydraulic fracturing operation in naturally fractured unconventional reservoirs. This

model is initially used with a given training input for generating the input/output data which was

used to develop a ROM of the process. We then designed a Kalman filter for state estimation using

this ROM, which eventually helped us in developing the complete MPC scheme. The Kalman

filter and the proposed MPC were initialized at the beginning of hydraulic fracturing operation.

In the proposed MPC, ∆ and tf values were chosen to be 10 min and 80 min, respectively. This

implies that the fracturing fluid pumping schedule consists of 8 stages, each with a duration of 10

min. We assumed that the measurement of TFSA, Afrac(tk), was available at the beginning of

each pumping stage (Eq. (2.13b)). The unmeasurable ROM states were then predicted with the

help of real-time measurement via the Kalman filter. Using these estimated states, the proposed

MPC computed the control input over a prediction horizon length of Np to maximize the TFSA at

the end of hydraulic fracturing operation, which will lead to an enhanced oil production rate due

to a higher drainage area available for hydrocarbon recovery. We applied the first step of solution,

Cstage,k & Qstage,k, to the high-fidelity model of Mangrove in a sample-and-hold fashion and this

procedure was repeated at every sampling time until the end of the process.

Length (ft) Spacing (ft) Orientation Friction coefficient
Average 500 100 15 0.5

Standard deviation 250 50 15 0

Table 2.7: Natural fracture distribution used in the closed-loop simulation.
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Figure 2.14: Fracture geometry at the end of hydraulic fracturing operation under the proposed
MPC.
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Figure 2.15: Pumping schedule obtained under the proposed MPC.

29



0 20 40 60 80
Time (min)

40

50

60

70

80

90

F
lo

w
 r

at
e 

(b
b

l/m
in

)

0

1

2

3

4

5

6

P
ro

p
p

an
t 

co
n

ce
n

tr
at

io
n

 (
P

P
A

)

Flow rate
Proppant concentration

Figure 2.16: Nolte’s pumping schedule with input constraints being considered.
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Figure 2.17: Pumping schedule obtained by the method proposed by Siddhamshetty et al. [1].
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The pumping schedule obtained under the proposed MPC scheme (Fig. 2.15) is then fed as an

input to Mangrove. The obtained fracture geometry at the end of hydraulic fracturing operation

under the proposed MPC is presented in Fig. 2.14. For given rock properties and natural fracture

distributions, hydraulic fractures divert into natural fractures resulting in a complex fracture ge-

ometry. We then compared the performance of the pumping schedule computed by the proposed

MPC with existing pumping schedules such as Nolte (Fig. 2.16) and the one introduced by Sid-

dhamshetty et al. [1] (Fig.2.17), which were developed without considering natural fractures. All

the other parameters such as Young’s modulus, Poisson ratio, and proppant amount are kept same

in all the cases. Fig. 2.18 compares the evolution of the TFSA for the three cases. Fig. 2.19 and

Fig. 2.20 show the comparison of the cumulative oil production and oil production rates for the

three cases. We can see clearly from the figures that the pumping schedule under the proposed

MPC maximizes the TFSA, which subsequently leads to the maximum oil production rate and

maximum cumulative oil production compared to other pumping schedules.
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Figure 2.18: Comparison of TFSA under the proposed MPC, Nolte’s and Siddhamshetty et al. [1]
pumping schedules.
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Figure 2.19: Comparison of cumulative oil production under the proposed MPC, Nolte’s and Sid-
dhamshetty et al. [1] pumping schedules.
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Figure 2.20: Comparison of oil production rates under the proposed MPC, Nolte’s and Sid-
dhamshetty et al. [1] pumping schedules.
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We reported the NPV of oil produced for these three cases in Table 2.8. Using the proposed

MPC will result in an revenue that is $0.74 millions and $0.4 millions more than those obtained by

Siddhamshetty et al. [1] and Nolte [43], respectively.

TFSA (ft2)
Cumulative oil

production (STB)
NPV (M$)

MPC 1979450 512707 13.36
Nolte 1793945 487310 12.96

Siddhamshetty et al. [1] 1755249 473338 12.62

Table 2.8: TFSA, cumulative oil production and NPV of oil produced under the proposed MPC,
Nolte’s and Siddhamshetty et al. [1] pumping schedules.

Because linear ROMs were used to solve this problem, we achieved a significant reduction in

the computational requirement. The time required to solve the optimization problem, Eq. (2.13), at

every sampling time instant is given in Table 2.9. Since the problem was solved using a shrinking

horizon approach, we can see that the computational time with every iteration has a tendency to

decrease. Please note that all calculations were performed using MATLAB on a Dell workstation,

powered by Intel(R) Core(TM) i7-4790 CPU@3.60GHz, running the Windows 8 operating system.

Pumping stage number Computational time (s)
1 4.93
2 0.70
3 0.56
4 0.36
5 0.30
6 0.14
7 0.19
8 0.05

Table 2.9: Computational time required to solve the optimization problem, Eq. (2.13), at each
pumping stage.
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Natural fractures are present in most of unconventional reservoirs and affect hydraulic fracture

propagation. Therefore, we cannot ignore the interaction of hydraulic fractures with natural frac-

tures when we design pumping schedules to inject given fracturing resources. We have to utilize

these interaction to achieve an even greater TFSA, which would not have been possible to achieve

without considering natural fractures. Drainage area for hydrocarbon recovery is directly related

to TFSA. Therefore, achieving a greater TFSA will lead to an increased oil production rate in

naturally fractured unconventional reservoirs. The model-based pumping schedule design tech-

nique developed in this work considers the interaction of hydraulic fractures with natural fractures.

Therefore, we were able to achieve a TFSA greater than those of the existing pumping schedules

which were developed without considering natural fractures.
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3. NUMERICAL STUDY OF THE EFFECT OF PSA AND FC ON SHALE GAS

PRODUCTION: APPLICATION FOR MULTI-SIZE PROPPANT PUMPING SCHEDULE

DESIGN

3.1 Introduction

In the hydraulic fracturing operation for unconventional reservoirs, it is important to achieve an

optimal fracture geometry to maximize the gas production [23]. Lately, researchers have developed

model-based feedback control strategies to achieve an optimal fracture geometry [1, 23, 24, 25,

26, 27, 28, 29, 30, 31, 32, 49, 50]. However, they used a single-size proppant to design pumping

schedules.

For determining the oil and gas production from unconventional reservoirs, average propped

surface area (PSA) and average fracture conductivity (FC) of the propped hydraulic fractures play

an important role. Average PSA and average FC depend largely on the injected proppant diame-

ter. Existing studies on average PSA or average FC considered these two effects separately, and

did not consider their combined effect on shale gas production. Wahl [51] discussed, for the first

time, the importance of effective total fracture surface area (TFSA), instead of TFSA, for hori-

zontal fractures, and developed a new technique to maximize the effective TFSA. Ramurthy et

al. [52] elaborated in detail that different shale plays require different types of treatment, either

maximizing surface area or conductivity. They also presented tests like Brinell Hardness (BHN)

and Diagnostic Fracture Injection Test (DFIT) to determine the type of treatment required for the

sample reservoir being tested. Schmidt et al. [53] have done an extensive study on a laboratory

scale to understand the impact of multi-size proppant addition on FC. Recently, various experi-

mental and simulation studies have been conducted to understand the phenomena like transport,

embedment, crushing, distribution and settling of the injected proppant [54, 55, 56, 57]. Hu et al.

[58] further discussed a multi-size proppant pumping schedule in a pre-existing straight fracture on

a laboratory scale. Specifically, their objective was to transport proppant deeper into the fracture,
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instead of considering PSA or FC to quantify shale gas production from unconventional reservoirs.

Although researchers have modeled shale gas flow using microseismic data [59] and predicted

horizontal well productivity in gas condensate reservoirs [60], it is worthwhile to note that none of

the previous studies considered both the average PSA and average FC for multiple simultaneously

propagating fractures as a quantitative measure to predict shale gas production. Motivated by these

considerations, in this chapter, we develop a framework called Sequentially Interlinked Modeling

Structure (SIMS) to relate average PSA, average FC, and cumulative shale gas production volume

from an unconventional reservoir, when a multi-size proppant pumping schedule is introduced to

simultaneously propagating multiple fractures. We further integrate the SIMS framework to ob-

tain a multi-size proppant pumping schedule that maximizes the cumulative shale gas production

volume in unconventional reservoirs.

This chapter is structured as follows: In Section 3.2, the use of Petrel as a high-fidelity model

to simulate simultaneously propagating multiple fractures is described. In Section 3.3, the effect

of changing proppant sizes during the hydraulic fracturing process is presented. In Section 3.4, we

present an overview of SIMS, the novel framework proposed in this work. In Section 3.4.1, we

explain the first model in detail, where Multivariable Output Error State Space (MOESP)-based

reduced-order model (ROM) is constructed using the data generated from Mangrove, which de-

scribes the correlation between output variables (i.e., average PSA and average FC) and the input

variables (i.e., fracturing fluid flow rate, proppant concentration, and the diameter of proppant par-

ticles injected at the wellbore). In Section 3.4.2, we explain the second model in detail, where

an Artificial Neural Network (ANN) is trained and deployed to predict the post-shut-in average

PSA and average FC from the corresponding pre-shut-in values. In Section 3.4.3, we explain the

third model in detail, where a map is generated to determine a correlation between the after-shut-

in average PSA and average FC to the cumulative shale gas production volume at the end of 10

years. Next, in Section 3.5, we discuss in brief, various pumping schedules present in the litera-

ture. In Section 3.6, we propose an optimization problem using the proposed SIMS framework as

described in the previous section, with the constraints on fracturing fluid flow rate, proppant con-
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centration and proppant sizes available for injection, to obtain pumping schedules that maximize

shale gas production from unconventional reservoirs. Finally, in Section 3.7, results showing that

the obtained pumping schedule leads to the maximum cumulative shale gas production from an un-

conventional reservoir, considering simultaneously propagating multiple fractures, are presented.

We also compare the obtained pumping schedule with existing pumping schedules and two other

cases, where the objective is to either maximize the average PSA or the average FC of a reservoir

separately.

3.2 High-fidelity model

The UFM [22] described in Section 2.2 has been used in this chapter as high-fidelity model.

3.3 Sensitivity analysis to understand the effect of varying proppant size during injection

In this section, we present a sensitivity analysis result showing the effect of changing proppant

size on average PSA and average FC in simultaneously propagating multiple fractures. For this

analysis, we have used 0.0065 inch and 0.04 inch proppant particles.

Two pumping schedules, which have similar pumping flow rates and concentration profiles but

different proppant sizes, were considered in this case, as shown in Fig. 3.1.

These pumping schedules were subsequently used in the UFM to simulate simultaneously prop-

agating multiple fractures and subsequent gas production. Specifically, the first pumping schedule

uses only a small-diameter proppant (Case 1), whereas the other includes only a large-diameter

proppant (Case 2). For Case 1, we found the average PSA and the average FC at the end of the

settling process to be 429780.32 ft2 and 199.71 mD·ft, respectively. For Case 2, we found the

average PSA and average FC at the end of the settling process to be 241760.67 ft2 and 17619.81

mD·ft, respectively. The cumulative shale gas production volumes at the end of 30 years in these

cases are 368997.94 MSCF and 362948.94 MSCF, respectively. Fig. 3.2 and Fig. 3.3 show the

post-settling fracture geometry qualitatively. In the figures, the settled proppant banks are in red,

and the unpropped hydraulic fractures are in pink. The figures clearly show that in Case 1, the

proppant bank is longer and has penetrated deeper into the fracture than Case 2.
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Figure 3.1: Pumping schedule considered in the sensitivity analysis

Figure 3.2: Post-settling proppant distribution in Case 1

Figure 3.3: Post-settling proppant distribution in Case 2
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From the sensitivity analysis, we can conclude a few things: First, average PSA is greater in

Case 1 than Case 2. This is primarily because smaller proppant particles tend to suspend in the

fracturing fluid for longer times, and hence, can penetrate deeper along the fracture length. Second,

average FC in Case 2 is more than Case 1. This is clearly because large proppant particles has high

permeability, which directly translates to high average FC of the propped fractures. Third, the

cumulative shale gas production volume is almost similar in both the cases. This stems from the

fact that we can not rely only on either the average PSA or the average FC separately to accurately

predict the shale gas production volume. Instead, there is a dependence of the cumulative gas

production volume on both of these parameters, as is visible from the sensitivity analysis.

Motivated by this observation, we propose a new framework in the following section to de-

termine the cumulative shale gas production volume for a given pumping schedule. Then, the

proposed model will be further used to obtain pumping schedules to maximize the cumulative

shale gas production volume from unconventional reservoirs.

3.4 Proposed SIMS framework

In this chapter, a framework called SIMS is proposed to describe the cumulative shale gas pro-

duction volume from simultaneously propagating multiple fractures. This approach has two major

advantages, as compared to a model that directly correlates the cumulative shale gas production

volume from pumping schedules. First, it provides more insight into the process of hydraulic frac-

turing by breaking it down into smaller parts. An integrated framework having multiple models is

easier to comprehend than a single model capturing the fracture propagation, proppant settling and

gas production dynamics for an unconventional reservoir. Second, this approach also provides us

with average PSA and average FC in the intermediate step after the hydraulic fracturing operation

that typically takes a few hours. These parameters are usually of practical importance to the oil and

gas industries, instead of just the cumulative shale gas production volume at the end of 10 years.

In this work, we have incorporated three models into the proposed SIMS framework. The

first model is an MOESP-based ROM of the fracturing process. The second model is a ANN

that has been used to accurately simulate the gravity-induced proppant settling process. The third
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model is a map that links the average PSA and the average FC of the created hydraulic fractures

to the cumulative shale gas production volume from an unconventional reservoir. These models

are interlinked in the sense that the output from the first model is the input to the second, and the

output from the second model is the input to the third. A simplified design of the SIMS framework

is shown in Fig. 3.4.

1. Cumulative shale gas 
production volume 

ROM

ANN

1. Concentration
2. Flow Rate
3. Diameter

1. Pre-shut-in PSA
2. Pre-shut-in FC

1. Post-shut-in PSA
2. Post-shut-in FC

Map

Figure 3.4: Illustration showing the proposed SIMS framework

The following subsections further elaborate each of these three models in detail.

3.4.1 Model 1: MOESP-based ROM to simulate hydraulic fracturing

Since it is computationally infeasible to directly use the UFM, Eqs. (2.1)–(2.8), we developed an

MOESP-based ROM to describe the propagation, fluid flow and proppant transport phenomena for

simultaneously propagating multiple fractures, which is given below:

x(tk+1) = Ax(tk) +Bu(tk) (3.1a)

y(tk) = Cx(tk) (3.1b)
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where x(tk) are the ROM states, u(tk) = [Qx0(tk), Cx0(tk), Dx0(tk)]
T represent the input vari-

ables, Qx0(tk) , Cx0(tk) and Dx0(tk) are the fracturing fluid flow rate, proppant concentration

and the injected proppant diameter, respectively, and the output variables, y(tk)=[PSAfrac(tk),

Conductivityfrac(tk)]
T, are the average PSA and average FC at the end of pumping. It is worth-

while to note that this model is only used to describe the hydraulic fracturing process until the end

of pumping (i.e., pre-shut-in).

A training data set has been used to obtain the model parameters to be determined (i.e., x(0),

the initial estimate of the state, and the matrices A, B, and C) for a given order of the MOESP al-

gorithm. Open-loop simulations were carried out using Mangrove and the data were used to create

a 2nd order linear time-invariant state-space model. The pumping schedule chosen for training the

ROM is shown in Fig. 3.5.

Figure 3.5: The pumping schedule used for training Model 1 (MOESP-based ROM)

This training input is chosen such that it satisfies the minimum and maximum practical fractur-

ing fluid flow rate and proppant concentration. The proppant diameters chosen in the training input
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pumping schedule are also ensured to follow a non-decreasing trend across the pumping stages,

which is a common industry practice. Fig. 3.6 shows the training fit between the estimated aver-

age PSA and average FC values from the MOESP-based ROM and the corresponding values from

Mangrove (i.e., high-fidelity model).
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Figure 3.6: Training fit for Model 1 (MOESP-based ROM)

It is observed that the estimated average PSA and average FC converge quickly to the true

values. The computational effort required to solve Eq. (3.1) is very small as compared to that of

solving the UFM, Eqs. (2.1)–(2.8). The performance of the ROM has been validated by comparing

it with a different testing pumping schedule within the practical considerations (Fig. 3.7).

Fig. 3.8 shows the comparison between the ROM and Mangrove. It can be clearly seen that

the average PSA and average FC obtained from the ROM are close to the corresponding outputs

obtained from Mangrove.
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Figure 3.7: The pumping schedule used for validating Model 1 (MOESP-based ROM)
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Figure 3.8: Validation fit for Model 1 (MOESP-based ROM)
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Figure 3.9: Illustration showing the basic structure of Model 2 (ANN)

44



3.4.2 Model 2: ANN-based model to simulate proppant settling

The second model in the SIMS framework is an ANN. This is an input-output model to capture

the proppant settling dynamics in simultaneously propagating multiple fractures. At the end of

pumping (i.e., pre-shut-in stage), the proppant in suspension starts settling down due to gravity.

When the dynamic settling process has finally completed and reached an equilibrium (i.e., post-

shut-in stage), a proppant bank is formed in the propped hydraulic fractures. This model takes

the pre-shut-in average PSA and pre-shut-in average FC predicted from Model 1 as the two inputs

and provides the post-shut-in average PSA and post-shut-in average FC of the propped hydraulic

fractures as the two outputs. The network structure is designed to have two hidden layers, with

two nodes in each hidden layer. This model is intermediate as it takes its inputs from Model 1

and passes on its outputs to Model 3, hence acting as a bridge between the other two models. A

simplified illustration of the structure is shown in Fig. 3.9.
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Figure 3.10: Scatter graph for training data used in Model 2 (ANN)
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These training inputs and training outputs have been obtained by applying several different

pumping schedules of a variety of proppant diameters, flow rates and concentrations to the UFM.

The network has then been trained using Baysian Regularization method with sigmoidal activation

functions. Specifically, 110 samples were used for training the network. Scatter-fit for the training

samples for the proposed network can be seen from Fig. 3.10.

The trained ANN is then used to test 25 samples, which were not used during the training

process. When this trained network was used on the test samples, the corresponding mean squared

error (MSE) value was found to be 0.0045, which indicates a well-trained model. The scatter fit

for the testing samples can be seen from Fig. 3.11.
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Figure 3.11: Scatter graph for validation data used in Model 2 (ANN)

3.4.3 Model 3: Map-based model to correlate propped fracture properties to gas production

The third model in SIMS framework is a map that has been generated using UFM (Mangrove)

and INTERSECT Production Simulator. It has been generated using 86 pumping schedules, with
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varying proppant concentration, fluid flow rates and proppant diameters. The model is based on

the assumption that the cumulative shale gas production volume from an unconventional reservoir

depends only on the average PSA and the average FC of propped fractures. The map is shown

in Fig. 3.12. The x-axis in the map corresponds to average FC and the y-axis corresponds to the

average PSA. The z-axis of the map denotes the cumulative amount of shale gas produced from the

reservoir at the end of 10 years. It is worthwhile to note that since this final map linking propped

fracture properties to the cumulative shale gas production volume is non-monotonic in nature, we

proceeded with formulating an optimization problem to find a maximum in this region for a given

amount of proppant to be injected, thereby corresponding to the case of maximum cumulative shale

gas production at the end of 10 years.

Figure 3.12: Illustration of Model 3 in the SIMS framework

3.5 Brief overview of existing pumping schedules

In this section, we present the various pumping schedule design techniques presently available in

the literature.
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One of the first attempts to design a pumping schedule was done by Nolte [43], where he de-

veloped a power-law type proppant concentration schedule. Despite being quite popular among

researchers in academia as well as oil and gas industry since then, it has a few pragmatic restric-

tions: (1) it does not consider gravity-induced settling of the proppant; (2) it is only applicable to

treatments leading to a single hydraulic fracture; (3) a plant-model mismatch might lead to pre-

mature stopping of the hydraulic fracture propagation; and (4) the pumping schedule is designed

offline and applied in an open-loop manner to a hydraulic fracturing process.

Gu and Desroches [61] developed a pumping schedule generator using an iterative method to

obtain the desired fracture length and proppant concentration (inverse problem) considering pre-

mature bridging and tip screenout. Another approach by Phatak et al. [62] studied the impact of

fracturing fluid volume, proppant size, pumping rate, proppant concentration and proppant injec-

tion sequence on shale gas production rate. Later, Dontsov and Peirce [63] proposed a pumping

schedule that has higher accuracy than Nolte [43] by assuming a weak impact of proppant particles

on fracture propagation. However, they did not consider the impact of average PSA and average

FC on shale gas production.

Recently, a new model-based controller was designed by Siddhamshetty et al. [1] to com-

pute fracturing fluid pumping schedules online and to achieve an optimal fracture geometry by

achieving a uniform proppant bank distribution at the end of pumping. They considered multiple

simultaneously propagating fractures, and included stress shadow effects and proppant transport

as well. Siddhamshetty et al. [49] further developed this approach for application to naturally

fractured unconventional reservoirs. Specifically, in addition to proppant transport, stress shadow

effects and simultaneously propagating multiple fractures, Siddhamshetty et al. [49] also included

the presence of natural fractures and their interaction with the propagating hydraulic fractures, and

developed a feedback control strategy to maximize the TFSA of the fracture network. However,

they only considered the injection of a single-size proppant throughout the stages in their pumping

schedule, and did not consider the effect of average PSA and average FC together on the shale oil

and gas production.
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In this work, we propose a multi-size proppant pumping schedule for simultaneously propagat-

ing multiple fractures. We assume the available proppant sizes to be restricted to three diameters-

0.0065 inch, 0.01 inch and 0.02 inch. As shown in the previous sections, since the inclusion of

multiple proppant sizes is proposed, the objective can no longer be restricted to just maximizing

the TFSA, because of a significant variation in the proppant conductivity across the different prop-

pant sizes. Therefore, to take this variation into account, we propose a pumping schedule that

maximizes shale gas production volume, which is a function of average PSA and average FC (Sec-

tion 3.4). To achieve this objective, we have formulated an optimization problem in the following

section. The SIMS framework proposed in Section 3.4 has been integrated within the proposed

optimizer to compute a multi-size proppant pumping schedule to maximize cumulative shale gas

production volume in an unconventional reservoir.

3.6 Formulation of optimization strategy using SIMS to maximize shale gas production in

unconventional reservoirs

In this section, we present the design of an optimization problem to find a pumping schedule that

maximizes the cumulative shale gas production volume at the end of 10 years in an unconventional

reservoir, fractured using simultaneously propagating multiple fractures. We have utilized the

three models in the proposed SIMS framework (Section 3.4) and solved the following optimization
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problem to compute the optimal pumping schedule:

max
Cstage,1,...,Cstage,8

Qstage,1,...,Qstage,8

Dstage,1,...,Dstage,8

Gasfrac(Cstage,m, Qstage,m, Dstage,m) (3.2a)

s.t. Model 1 (Section 3.4.1) (3.2b)

Model 2 (Section 3.4.2) (3.2c)

Model 3 (Section 3.4.3) (3.2d)

Cstage,m−1 ≤ Cstage,m ≤ 5 PPA (3.2e)

Qmin ≤ Qstage,m ≤ Qmax (3.2f)

Dstage,m∈{0.0065 inch, 0.01 inch, 0.02 inch} (3.2g)

m = 1, . . . , 8 (3.2h)

∆

(
8∑

m=1

Qstage,mCstage,m

)
= Mprop (3.2i)

where ∆ denotes the duration of each sampling time, Gasfrac is the cumulative volume of shale

gas produced at the end of 10 years, the decision variables Cstage,m, Qstage,m and Dstage,m are the

concentration, flow rate and the diameter of the injected proppant at the mth stage, respectively.

Throughout this work, we assume pumping schedules to have a total of 8 pumping stages, each of

10 mins duration.

In the optimization problem of Eq. (3.2), Eqs. (3.2e)-(3.2h) are the constraints on the decision

variables (i.e. fracturing fluid flow rate injected at the wellbore, proppant concentration, and di-

ameter of the proppant). The proppant diameters are chosen in non-decreasing order. The units

of fracturing fluid flow rate, proppant concentration and proppant diameter are bbl/min, PPA (1

pound of the proppant added to one gallon of fracturing fluid) and inch, respectively. The total

amount of proppant injected is equal to 400000 lb, constrained using Eq. (3.2i). The optimization

problem has been solved for the following three cases. In Case A, the optimization problem was

solved using all the three models of the SIMS framework. In Case B, we assume a ‘conductivity-
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specific’ reservoir treatment, where the optimization objective is only to maximize the post-shut-in

average FC of the reservoir. Thus, this would require only the first two models of the SIMS frame-

work. In Case C, we assume a ‘surface area- specific’ reservoir treatment, where the optimization

objective is only to maximize the post-shut-in average PSA. Similar to Case B, this would also

require only the first two models of the SIMS framework.

3.7 Optimization results under the proposed framework

In this section, we present optimization results to signify the performance of our proposed opti-

mizer using the SIMS framework developed in Section 3.4. Mangrove, described in Section 2.2,

has been used as a high-fidelity simulator for a hydraulic fracturing operation resulting in simulta-

neously propagating multiple fractures.

3.7.1 Optimization results for case studies

In Case A, the total proppant amount considered isMprop = 400000 lb. Using the three models

incorporated in the SIMS framework, the proposed optimizer in Section 3.6 computed the pumping

schedule to maximize the cumulative shale gas production volume, 10 years after initiation of the

hydraulic fracturing operation. The pumping schedule obtained from the optimizer is shown in

Fig. 3.13. When this pumping schedule was applied to the high-fidelity model, the average PSA

and average FC values obtained were 355398 ft2 and 679 mD·ft, respectively. The cumulative

gas production volume at the end of 10 years was 330036 MSCF. In Case B, the total proppant

amount considered is Mprop = 400000 lb. However, since the objective was chosen to maximize

the average FC of the propped fractures, only Model 1 and Model 2 of the SIMS framework

were incorporated into the optimization problem, Eq. (3.2). For this case, the pumping schedule

obtained is shown in Fig. 3.14. When this pumping schedule was applied to the high-fidelity

model, the average PSA and average FC values were 314789 ft2 and 1983 mD·ft, respectively.

The cumulative shale gas production volume at the end of 10 years was 317263 MSCF. In Case C,

we assumed a total proppant amount of Mprop = 400000 lb, similar to Case A and Case B. Since

the objective was chosen to maximize the average PSA of the propped fractures, we included only
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Model 1 and Model 2 into the optimizer, Eq. (3.2). For this case, the pumping schedule obtained

is shown in Fig. 3.15. When this pumping schedule was applied to the high-fidelity model, the

average PSA and average FC values were 409035 ft2 and 181 mD·ft, respectively. The cumulative

gas production volume at the end of 10 years was 316059 MSCF.

Figure 3.13: The pumping schedule obtained from the optimizer, Eq. (3.2), for Case A

Table 3.1 summarizes the results obtained after solving the optimization problem, Eq. (3.2).

The pumping schedule obtained in Case A maximizes the cumulative shale gas production volume

for a general case, where the effect of average PSA and average FC is coupled. We have also pre-

sented two other cases that provide pumping schedules aimed at maximizing cumulative shale gas

production volume by either considering average FC or average PSA separately. From the pump-

ing schedule results, we can clearly see that average FC is maximized in Case B, when all the

stages in the pumping schedule have the largest proppant (i.e., 0.02 inch). Meanwhile, the average

PSA is maximized in Case C, when the smallest proppant (i.e., 0.0065 inch) is injected throughout

the pumping schedule. However, Case A, where average PSA and average FC are considered to-
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Figure 3.14: The pumping schedule obtained from the optimizer, Eq. (3.2), for Case B

gether, gives the maximum cumulative shale gas production volume in an unconventional reservoir

considering simultaneously propagating multiple fractures. These results are in agreement with the

analysis presented in Section 3.3.

Optimization Case Average PSA (ft2) Average FC (mD·ft) Cumulative shale gas production volume (MSCF)

A 355398 679 330036

B 314789 1983 317263

C 409035 181 316059

Table 3.1: Simulation results after applying the output obtained from the optimizer, Eq. (3.2), to
the high-fidelity model described in Section 2.2
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Figure 3.15: The pumping schedule obtained from the optimizer, Eq. (3.2), for Case C

3.7.2 Comparison with existing work

In this work, we have used Nolte’s pumping schedule described in Section 2.4 for comparison

with the output of the proposed optimizer. The pumping schedule is shown in Fig. 3.16.

This pumping schedule was applied to the high-fidelity model and the results obtained were

compared with Case A, as shown in Table 3.2.

Pumping schedule Average PSA (ft2) Average FC (mD·ft) Cumulative shale gas production volume (MSCF)

Case A 355398 679 330036

Nolte (1986) 439377 190 311896

Table 3.2: Comparison of average PSA, average FC, cumulative shale gas production volume from
Case A and Nolte’s pumping schedule

From the results, we can see that the pumping schedule obtained from Case A, Eq. (3.2), gives
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Figure 3.16: Nolte’s pumping schedule used in this work

a cumulative shale gas production volume more than that of Nolte’s schedule.

All the calculations, including model training, validation and deployment in the optimization

problem were facilitated using MATLAB R2018b on a Dell workstation, powered by Intel(R)

Core(TM) i7-4790 CPU@3.60GHz, running on the Windows 10 OS.

55



4. CONCLUSIONS

In this thesis, we developed optimal pumping schedules to enhance shale oil and gas production

from unconventional reservoirs.

First, in Chapter 2, it was observed from the sensitivity analysis that the cumulative oil produc-

tion from a well is proportional to TFSA, which in-turn depends on the fracturing fluid pumping

schedule for given fracturing resources and natural fracture distributions. Therefore, we developed

a novel MPC framework to compute the fracturing fluid pumping schedule that maximizes the

TFSA in naturally fractured unconventional reservoirs. Initially, we constructed a ROM using the

simulation data generated from Mangrove by considering the complex fracture growth in naturally

fractured unconventional reservoirs. Then, the developed ROM was used for state estimation us-

ing a Kalman filter and available measurements. Next, a real-time MPC framework was developed

utilizing the ROM and Kalman filter to compute the pumping schedule that maximizes the TFSA.

Simulation results presented in Chapter 2 show that the maximum TFSA will lead to an oil pro-

duction rate greater than those of the existing pumping schedules which were developed without

considering natural fractures.

Then, in Chapter 3, we designed a multi-size proppant pumping schedule for the case of si-

multaneously propagating multiple fractures to maximize cumulative shale gas production volume

from unconventional reservoirs. From the sensitivity analysis, we found out that the pumping

schedule used for hydraulic fracturing determines the average PSA and average FC of the propped

fractures, which in-turn are two useful parameters that determine the cumulative shale gas produc-

tion volume from an unconventional reservoir. Therefore, we developed SIMS, a framework that

links the pumping schedule parameters to the cumulative gas production volume. In this frame-

work, we first developed a MOESP-based ROM to accurately represent the fracturing process.

Then, an ANN was trained and tested to model the proppant settling process. The final model

developed in SIMS is a map that was generated using the reservoir simulator to obtain the cumu-

lative shale gas produced at the end of 10 years using the average PSA and average FC for an
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unconventional reservoir. Finally, we proposed a framework to maximize the cumulative shale gas

production volume by computing pumping schedules (i.e., flow rate, proppant concentration, and

proppant diameter at the wellbore) using offline optimization techniques. Simulation results pre-

sented in this work include the pumping schedule obtained from the optimizer that maximizes the

cumulative shale gas production volume at the end of 10 years for the three different case studies.

Case A, where average PSA and average FC were considered together, gave the maximum cumula-

tive shale gas production volume. When the pumping schedule obtained in Case A was compared

with Nolte’s schedule, the latter was found to give a less cumulative gas production volume than

Case A.

In this thesis, pumping schedules were developed that enhance oil and gas production from

unconventional reservoirs. We also demonstrated that when compared with existing pumping

schedules, the pumping schedules proposed in this thesis resulted in higher cumulative oil and

gas production volumes from unconventional reservoirs.
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