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ABSTRACT

A Computer Vision and Maps Aided Tool for Campus Navigation

Alexander Hall
Department of Computer Science
Texas A&M University

Research Faculty Advisor: Dr. Shinjiro Sueda
Department of Computer Science
Texas A&M University

Current study abroad trips rely on students utilizing GPS directions and digital maps for
navigation. While GPS-based navigation may be more straightforward and easier for some to use
than traditional paper maps, studies have shown that GPS-based navigation may be associated
with disengagement with the environment, hindering the development of spatial knowledge and
development of a mental representation or cognitive map of the area. If one of the outcomes of a
study abroad trip is not only to navigate to the location, but also to learn about important features
such as urban configurations and architectural style, then there needs to be a better solution than
students only following GPS directions.

This research introduces one such explored solution being a new feature within
wayfinding mobile applications that emphasizes engagement with landmarks during navigation.
This feature, powered by computer vision, was integrated into a newly developed wayfinding
mobile application, and allows one to take pictures of various Texas A&M University buildings
and retrieve information about them. Following the development of the mobile application, a
user study was conducted to determine the effects of the presence or absence of this building
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recognition feature and GPS-based navigation on spatial cognition and cognitive mapping
performance. Additionally, the study explores the wayfinding accuracy performance of the
building recognition feature and GPS-based navigation compared with traditional paper maps.

This paper includes preliminary results where it was found that groups without GPS-
based navigation took longer routes to find destinations than those with GPS-based navigation. It
was also found that cognitive mapping performance improved for all participants when

identifying destination buildings. Final data collection and analysis is planned for April 2022.
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1. INTRODUCTION

Wayfinding mobile applications have become pervasive across society today. According
to one 2018 study, over 75% of all smartphone owners regularly use wayfinding apps [1]. With
currently over 80% of the world’s population owning a smartphone [2], this amounts to roughly
over 60% of the world utilizing wayfinding apps. With such a large userbase, it is important that
wayfinding apps function optimally and provide a quality user experience. While wayfinding
apps provide great functionality in the form of being able to navigate to a desired destination,
their strong reliance on GPS-based navigation may diminish the ability to form spatial
knowledge as will come to be described further on in this section.

The remaining portion of this section will offer background in spatial cognition and
modern wayfinding mobile applications to understand the need for the computer-vision-powered
contextual awareness feature as integrated within the newly created TAMU Building Seeker
wayfinding app.

1.1  Spatial Cognition Background

In cognitive and environmental psychology, spatial cognition is generally defined as how
people collect, organize, use, and revise information about their environment. Psychologists
Edward Tolman and Clark Hull were pioneers in this area becoming the first to perform research
in animal ‘s spatial representation, behaviors, and learning [3].

Later, environmental features were explored as ways to facilitate the acquisition of spatial
information and aid people in accomplishing their everyday tasks. Urban theorist Kevin Lynch

(1960) proposed that there are five physical elements that aid in forming a mental image of one’s



surroundings: paths, edges, districts, nodes, and landmarks [4]. These features become especially
important in the context of wayfinding which will be discussed later.

Further supporting the importance of the physical elements described by Lynch, the
Landmark-Route-Survey (LRS) model came to be described by Seigel and White (1975) [5]. As
a way to describe the representation of spatial knowledge, the LRS model states that an observer
first takes note of discrete landmarks akin to nodes, then constructs connections (edges) between
them by developing route knowledge, and finally gains survey knowledge as the graph defined
by landmarks and routes is made more distinct.

While both landmarks and routes have a role to play in the representation of spatial
knowledge, there exists an ongoing debate between landmark-based and route-based knowledge
acquisition.

1.1.1 Cognitive Mapping and Sketch Maps

Cognitive mapping is described as the process of acquiring, amalgamating, and storing
information to form a comprehensive representation of the environment. The result of this
process is called a cognitive map which can be used as a basis to study people’s representation of
spatial information [6]. Cognitive maps may vary in form with some being based more on
Euclidean or cardinal directions while others are based on more on graphs or relationships. One
type of externally represented cognitive map is a sketch map, where a subject will sketch their
environment following a learning task. Sketch maps can be used to provide information
perceived by the sketcher such as dominant functions in a locale, ordinal information, the
regularity of features, and frames of reference [7]. An example of a sketch map taken from the

user study conducted in this research is shown in Figure 1.1.
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Figure 1.1: Example sketch map from the conducted pre-study.

1.1.2 Landmarks and Their Role in Navigation

With landmarks being one of the five physical elements described by Lynch and the first
component to acquiring spatial knowledge as proposed by the LRS model, they hold importance
within the realm of spatial cognition. Across urban design planning and literature, landmarks
have been taken to mean objects that stand out in environments and can serve as points of
reference. Given this definition, it can be assumed landmarks have an important role to play in
navigation as well. Indeed, it has been proposed that landmarks hold four distinct roles as
navigational aids: as beacons, orientation cues, associative cues, and frames of reference [8].
This multi-factor role landmarks have in navigation lends them to be a key include in modern

wayfinding applications.



1.2 Current Wayfinding Mobile Applications

Many modern wayfinding mobile applications share a similar set of features. To offer
some preliminary background, this section will outline the foundational technology behind
wayfinding apps being GPS then discuss the role of digital maps in wayfinding.
1.2.1 Global Positioning System (GPS)

GPS is the U.S.-based satellite-powered navigation system which provides geolocation
data to GPS receivers. To further aid cellular devices in quickly and accurately obtaining a
geolocation, cellular devices also utilize other location-based technologies such as a Wi-Fi
positioning system and triangulation from nearby cellular towers [9]. This system, called
Assisted GPS (A-GPS) makes obtaining geolocations more reliable in locations where satellites
are not able to send a clear signal.
1.2.2 Digital Maps in Wayfinding

Digital maps make up the core feature of a modern wayfinding application. At their most
basic form, digital maps use GPS to display accurate, real-time geographical information. As
opposed to their paper counterparts, digital maps typically allow more than a fixed map visual by
allowing one to scroll and zoom out to reveal additional map coverage. Such features make them
great choices for navigation, but there are even more features supplied by current wayfinding
mobile applications to enhance the standard digital map functionality. Common digital map and
wayfinding supporting features include markers to label points of interest, visual or audio turn-
by-turn navigation, real-time traffic data, and estimated time of arrival [10]. These features,
among others, provide an informed way to perform a wayfinding task, however as we will see in

the next section, there exist limitations in this scheme as it pertains to spatial memory.



1.3 Issue with Current Wayfinding Mobile Applications

As current wayfinding mobile applications rely so heavily on GPS-based navigation,
there is a sparse amount of interaction users have with their external environment. Furthermore,
in a study conducted by neuroscientists, Louisa Dahmani and Véronique D. Bohbot, it was found
that extensive GPS use led to a decline in spatial memory [11]. The study goes on to describe
how this effect was observed in several aspects of spatial memory including the extent by which
spatial memory strategies were used, cognitive mapping, landmark encoding, and learning. In an
experiential learning setting, this can be particularly detrimental as a decline in spatial memory
leads to a reduced ability to gain context and learn about one’s surroundings.
1.4 Proposed Solution: A Computer-Vision-Powered Contextual Awareness Feature

To resolve the issue that GPS-based navigation poses in an experiential learning setting,
this paper proposes the addition of a computer-vision-powered contextual awareness feature for
landmark detection. As described earlier on, landmarks play a key role in forming a cognitive
map as well as aiding in navigation. This being the case, they would serve well to form the
foundation for a context awareness feature in a wayfinding mobile application. We propose a
context awareness feature that would utilize image classification to allow for one to take a
picture of a nearby building or landscape feature and retrieve the name and accompanying
information of the landmark detected in the image.
1.4.1 Previous Work in Image Classification of Buildings

Existing research in image classification of buildings has focused on general
classification of buildings into related groups. For example, the use of recurrent neural networks
to classify encoded contextual information from building images isolated using bounding boxes

has been used to classify buildings as commercial, residential, public, and industrial [12]. In a
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different study also classifying buildings into categories, two convolutional neural networks were
applied to classify traditional East Asian buildings as being either from China, Korea, or Japan
[13].

These examples of image classification to classify buildings into related bins is
appropriate for their proposed use cases being in a broader setting. The image classification
model created as part of the research outlined in this paper deviates from this common theme as
it is designed for the recognition of specific named buildings. As such, the bins of the image
classification model comprise the names of individual buildings as opposed to general
categories.

1.5  Objectives

We seek to determine whether a contextual awareness feature with GPS-based navigation
will improve cognitive mapping performance compared to traditional paper maps and GPS-based
navigation without a contextual awareness feature. Additionally, we seek to determine whether
GPS-based navigation improves wayfinding accuracy of important landmarks compared to

traditional paper maps.
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2. METHODS

In this section, we will outline the user study design, overall app design, and provide
background for the image classification machine learning model and related logic.
2.1  Overview

To test the proposal for a computer vision based contextual awareness feature which
relays information about buildings recognized in images, the TAMU Building Seeker app was
developed. TAMU Building Seeker is a wayfinding mobile application which contains two
major features:

1. A navigation feature through a digital map with enabled routing.

2. A building recognition feature which allows the ability to take pictures of campus
buildings and landscape features at Texas A&M University and retrieve the name and
information of the landmark depicted in the image.

The latter represents the context awareness feature which is hypothesized to aid in spatial
cognition and the formation of spatial knowledge.

To test this hypothesis, a trial user study accompanied the app whereby participants were
each given a paper map, asked to download the TAMU Building Seeker app, and utilize both to
navigate to three fixed destinations in Texas A&M. Depending on which group a participant was
discreetly assigned, the app would enable or disabled each of the two major features. In this way,
the effects of GPS-based navigation and the context awareness feature can be more accurately
determined. Additionally, participants were asked to fill out questionnaires before, during, and

after navigating campus to assess their spatial knowledge development.
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2.2 User Study Design

The user study formed the foundation for obtaining results via the use of questionnaires
and the custom-built mobile application. The following sections will outline further details into
the each of the major study components.
2.2.1 User Study Groups

As mentioned in the overview, user study groups were determined by the enabling and
disabling of the two major features of the mobile app. Each group was then asked to navigate a
fixed route given the features that were available to them. These groups and the general study

flow are as defined in Figure 2.1 below.
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Figure 2.1: User study groups and study flow

Group A does not have access to neither GPS-based navigation nor the building
recognition feature, group B only has access to GPS-based navigation, group C only has access
to the building recognition feature, and group D has access to both features. Additionally, each
participant, regardless of group, was given a paper map to further aid in navigation in the case

that they did not have GPS-based navigation.
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2.2.2 Walking Route

One constant factor among all participants was which destinations each participant would
be navigating towards and the order of these destinations. This, however, left some variation as
to which route the participant would take to these destinations. The general route was defined to
begin at Rudder Plaza, go to the Freedom from Terrorism Memorial, go to the Engineering
Activity Buildings, go to Bolton Hall, then finish back at Rudder Plaza. The locations of these
destinations would be unknown to the participant based on the results of a pre-screening
questionnaire.

While the route was only explicitly given to participants in groups with the digital maps
feature enabled, those without this feature were still asked to the same destinations using the
paper map and building recognition feature if enabled. Figure 2.2 displays the optimal path a
participant can take to reach each of the three destinations in the route. At a minimum, this

would take approximately 15 minutes to navigate.

14



Bolton Hall

Academic
Plaz State Chemist Bidg

Nagle Hall

Coke Bldg

Spence Hi

student Serviceg/Building Kiest Hall - Dorm 2

Plapk Le:
o“ arning

Satellite Utility Plant No.3

Fountain Hall - Dorm 4

Google My Maps

Figure 2.2: User Study Preset Route

2.2.3 Questionnaires

Given that the research question focuses on the psychological effects of a contextual
awareness feature in wayfinding applications, there was also a need for qualitative data. As such,
several questionnaires were designed to assess the participant’s feelings and experiences
throughout stages of the study.

For screening potential participants, we designed a pre-screening questionnaire to ensure
we had no biases in our participants and that the participants did not know the location of the
three destination buildings of the study route. Before the user was asked to navigate the route,
they were given a pre-questionnaire which was used to obtain information on their previous
wayfinding experience and wayfinding methods used. Additionally, the participant was asked to

draw a cognitive map of what they thought the campus looked like from their current location.
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This was to help eliminate false positives and to compare with an additional cognitive map they
would draw at the end of the study.

As the user navigated the route, they were prompted with a mid-questionnaire within the
app after arriving at each destination in the route. This questionnaire aimed to find out the
participant’s sentiments at that point in time.

After completing the route, the user was again asked to draw a cognitive map through a
post-questionnaire. This would be compared to the pre-questionnaire cognitive map to note any
changes since before using the app. Additionally, this questionnaire would ask for opinions on

the overall app design and determine which wayfinding cues they used throughout navigation.

2.3 App Design

The main constraints on app design focused on supported features and desired app
functionality. For the former, the machine learning model creation software we utilized,
CreateML [14], was limited to the generation of models for iPhone and iPad devices. As such,
we chose those devices running iOS 15.0 or higher as the medium for the new app. For the
desired app functionality, we knew we wanted the user study groups to differ in terms of app
functionality, therefore much of the app is designed with the ability to enable or disabled features
based on a group code inputted at the beginning. These being the largest constraints, there was
flexibility to be had regarding app user interface, implementation of major features, supported
minor features, and data collection methods.
2.3.1 App User Interface

Depending on whether the user had access to the navigation feature or not, the layout of
the user interface differed. As one set of groups was able to use maps-guided routing, much of

the app flow and functionality was available on the maps view itself whereas the other set of

16



groups navigated the route using features available entirely on the homepage. The following
subsections will provide details on the user interface, discuss any surface-level logic behind
them, and outline key distinctions between different user study groups.
2.3.2 Major Features

The major features of this app were the features which were disabled or enabled based on
which user study group each participant was assigned to. These being the maps-aided navigation
and the building recognition feature.
2.3.2.1 Maps-Aided Navigation

The maps-aided navigation feature was designed to be a standard digital maps feature
that might be found in any modern wayfinding application with little changes. Powered by
Apple’s MapKit framework which integrated a simple version of Apple Maps, the maps feature
would draw the most optimal route from the user’s current location to their next destination in

the walking route as seen in Figure 2.3.
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Figure 2.3: Maps-Aided Navigation Feature
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Additionally, the maps feature would further support participants with this feature
enabled by notifying them when they were 60 meters within one of the destinations. This

notification is shown in Figure 2.4 below.
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Figure 2.4: Nearby Destination Notification

2.3.2.2 Campus Building Recognition

The campus building recognition feature is the second major feature within the app which

is toggled between the user study groups. This serves as the contextual awareness feature and

adds on top of traditional wayfinding apps. This feature allows a user to use a “Take Photo”
button to take a picture of a building and retrieve context about that building. This flow is

depicted in Figure 2.5.
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Figure 2.5: Campus Building Recognition Feature

2.3.3 Minor Features

The minor features of the app are accessible by all user study groups and aid in either
data collection, app functionality, or user support.
2.3.3.1 Group Code Input

Before beginning the user study, the research team will have randomized four-letter
codes for each participant. This code will be entered into the app by the participant which will
then determine their group based on the second letter of that code (A/B/C/D).
2.3.3.2 Supporting Features

Accessible by all user study groups are three supporting features: a list of the buildings in
the route with available information, a tutorial on how to take a picture of a building, and a photo
bank. The picture-taking tutorial in specific holds the most importance among these features as it

offers the participant guidelines on how to take a photo consistent with how the machine learning
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Figure 2.6: The Three Common App Features

2.3.3.3 Destination Arrival Confirmation

When the participant arrives at one of the three destinations in the walking route, the
researcher must know if they truly did arrive at the destination or not. To verify this, every
participant is asked to take a picture of what they think the destination building is once they
arrive using the “Found Landmark” button. The image classification model in conjunction with
the user’s current location is then used to verify that the user arrived whereupon the user is
prompted to complete one of the mid-questionnaires. The general flow is depicted in Figure 2.7

below.
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Figure 2.7: Destination Arrival Confirmation Flow

2.3.3.4 Remote ML Model Integration

One feature that allows for on-the-fly changes to the machine learning model to be
integrated within the mobile app is the Remote ML Model Integration Feature. This feature
allows the researcher to make changes to the machine learning model, upload them to cloud
storage, then download that model to the participant’s phone when the app is launched. This
means that if more buildings are desired to be detected, then the app version does not need to be

updated. The flow for this is depicted in Figure 2.8.
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Figure 2.8: Remote ML Model Integration Feature Flow
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2.3.4 App Data Collection Methods

Various types of data were collected while the participate utilized the TAMU Building

Seeker app during the study. This quantitative data was used for analyzing the accuracy of the

user when walking to a destination, verifying usage of the building recognition feature, and

obtaining mid-questionnaire results. Table 2.1 displays all data metrics taken from the app as the

user navigates the study route.

Table 2.1: Types of Data Collected

Data

Format

Additional Information

Timestamped
Coordinates

{ ((latitude, longitude), datetime,
seconds elapsed), ... }

Starts after the participant opens the map or
clicks start.

Destination Times

(seconds elapsed, ...)

Taken when the participant takes a correct
picture of the destination or after two incorrect
picture taking attempts.

Number of Pictures
Taken

Integer value

Taken after using the “Found Landmark™ button
or the “Take Photo” button

Number of Destination
Pictures Taken

Integer value

Taken after the “Found Landmark” button is
used

Number of Times
Building Recognition
Feature Used

Integer value

Taken after the “Take Photo” button is used

Number of Times
Building Recognition
Feature is Successful

Integer value

Defined as whether the recognized building
post-classification processing is the closest
building to the participant (see Figure 2.9 for
post-classification processing algorithm)

Number of Times
Destination Building
Recognized

Integer value

Defined as whether the recognized building was
in the list of classification results (see Figure
2.10 for how this combined list is defined)

Successful Destination
Building Recognition
Times

(seconds elapsed, ...)

Taken after the “Found Landmark” button yields
a found destination

22




Failed Destination
Building Recognition
Times

(seconds elapsed, ...)

Taken after the “Found Landmark™ button yields
a found destination

Survey Results

[ (Q1 string response...Q4 string
response), ... |

Taken after each survey is completed within the
app (three times)

Survey Start Time

Integer value

Taken after the “Start” button is pressed for
groups A and C. After “Building Seeker” or “My
Location” is pressed for groups B and D

Survey End Time

Integer value

Taken after the final survey is complete
following the third destination

Group

A/B/C/D

Taken as the second letter of Group Code

Group Code

X(A/BIC/D)XX

At the beginning upon code input

2.4  Detection of Campus Buildings

A major feature of the study is the ability for the participant to retrieve information about

campus buildings and landscape features represented in images taken in the TAMU Building

Seeker app. Additionally, there must be a method for the researcher to be able to detect when the

participant arrives at each of the three destinations in the route. These necessities introduce the

need for the ability to detect which campus building or landmark is detected in an image which is

achieved using an image classification ML model.

2.4.1 Image Classification Machine Learning Model

An existing machine learning model provided through the Create ML software was

utilized. This underlying model is called visionFeaturePrint Screen. It was developed by

training on an expansive dataset and can be used to extract 2,048 features from an image.

Transfer learning is then used to construct a new model by reusing this feature detection

capability from visionFeaturePrint Screen On our provided image dataset. This cuts down

upon the time it takes to train a neural network from the ground up.

23




2.4.1.1 Image Augmentations
In addition to providing an underlying model, Create ML also gave the option to perform
image augmentations to generate a larger dataset and improve training accuracy. The provided
options that were used were: noise, blur, crop, expose, flip, and rotate. The specific
implementation of these is not specified in the documentation and may subsequently be a source
of classification accuracy error.
2.4.2 Image Data Collection
With the need to train a new model and the lack of a large enough dataset of various
Texas A&M buildings and landscape feature images publicly available, this generated the need
to manually collect and construct an image dataset. This ultimately led to the research team
collecting over 4,500 images of 35 different Texas A&M buildings and landscape features across
campus. This dataset is publicly available in the team’s Google Drive found here.
2.4.2.1 Image Criterion
To keep data consistency and to simulate the ideal conditions present during the
participant’s navigation of the route, there were specific criteria for an image to be included in
the dataset. These included:
e Image taken in daytime with sunny or cloudy weather conditions
e Entire section of building from ground to top of building present in image; not zoomed in
¢ No major obstructions in the image such as trees, shadows, or large groups of people
Additionally, images were taken from all sides of the building or landscape feature to capture

cases where a participant may approach a building from any angle.
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2.4.3 Improving Classification Result Accuracy

As the Create ML program used to train the model used did not allow for modifications
to the number of layers and provided fixed, pre-defined image augmentations, classification
accuracy could only be improved by modifying the number or quality of images in the dataset.
As such, we devised algorithms to improve the ultimate output of how these accuracies were
used within the TAMU Building Seeker app. The two ways of doing this were by location
filtering and image splitting as outlined in the next subsections. taking into the participant’s
current location after classification and splitting the app-captured image into multiple chunks and
applying the algorithm on each chunk.
2.4.3.1 Location Filtering

After retrieving classification results of the overall image (or of a chunk of the image as
described in the next section), these results were filtered to include only landmarks within 60 m
of the participant. To achieve this, the coordinates of the center of all 35 Texas A&M buildings
and landscape features represented in the ML model were stored. Then the distance from the
participant’s precise location to this each of these landmark coordinates were calculated and
filtered.
2.4.3.2 Image Splitting

To improve accuracy of the building recognized in the image, the original image was
split into a three-by-three grid composed of nine squares. The top three most frequently present
landmarks in all chunks filtered by location are taken as the chopped image results. The general

algorithm for this is shown in Figure 2.9.
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Figure 2.9: Image Splitting Algorithm Flow

2.4.4 Classification Result Post-Processing Algorithm
Utilizing the whole image classification results and the chopped image classification
results, these are both used to determine:
e The landmark present in the image when using the building recognition feature.
e If the landmark present in the captured destination image is a destination.
Depending on which of these two use cases is needed, the algorithm behaves differently.
This discrepancy lies in that for the building recognition feature case, one exact landmark needs
to be identified and presented to the participant while for the destination recognition case, an
exact landmark is not necessary as user has found the destination and can therefore be laxer. The

algorithm flow is depicted in Figure 2.10 below.
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Figure 2.10: Image Classification Post-Processing Flows per Use-Case

The building recognition feature prioritizes the resulting classification of the whole image
and defaults to the top classification of the chopped image results if a whole image classification
was not found. For destination recognition, the whole image classification results and chopped
image classification results were combined and if the destination was in the resulting list, the
participant would be notified they found the destination, otherwise they would be asked to retake

the photo.

27



3. RESULTS

The following sections describe the results of the trial user study in terms of
questionnaire responses and wayfinding results and the image classification model accuracy.
3.1 User Study Results

As a preface, because the full user study will be conducted later in April 2022, the
following user study results were obtained from a sample of only six participants from user study
trials. This being the case, conclusions are extrapolated. Participant questionnaire results can
additionally be found in Appendix B.

3.1.1 Questionnaire Responses

From the pre-questionnaire, it was found that from the responding participants, it was
generally the case that they were somewhat anxious when navigating unfamiliar environments
and that they typically use various wayfinding strategies in their everyday lives.

From the mid-questionnaire, it was found that participants were generally in an above
average mood as they navigated to each destination, generally not anxious, had little difficulty
finding the destination, and were generally not lost, regardless of user study group. One slight
exception to this was the participant in group A who did express some feelings of being lost and
anxious. This is predicted as group A participants do not have access to either major app feature
and must rely on paper maps for navigation.

From the post-questionnaire, it was found that the app was generally easy to use and was
found to have good visual aesthetic for all groups. Additionally, it was found that cognitive
mapping accuracy generally improved for identifying positions of destination buildings

compared to before navigating the route.
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3.1.2 Wayfinding Results

From participants tested, it was generally found that groups with digital maps had fewer
deviations when locating each destination. This contrasts with groups with only paper maps who
went backwards at points in the route and took suboptimal routes. Figure 3.1 shows the walking

routes each participant took separated by group. Breaks in the route or sporadic points can be

attributed to internet connectivity issues.

Groups With Digital Maps

Group D

Groups Without Digital Maps

Group A Group C

Figure 3.1: Participant Walking Routes by Group (Start in Yellow, Destinations in Orange)

Additionally, it was found that groups with digital maps were able to navigate to all three
destinations faster than groups without digital maps. Table 3.1 shows the average total time

elapsed to navigate to all three destinations by group and excluding time to complete mid-

questionnaires.
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Table 3.1: Participant Route Average Completion Time by Group

Groups Without Digital Maps | Groups With Digital Maps

Group A Group C Group B Group D

Total Time

Elapsed(s) | 0300 1840.0 958.0 965.0

From these trial wayfinding results, it can be estimated that GPS-based navigation

outperforms only paper maps in terms of wayfinding accuracy.

3.2 Image Classification Model Accuracy

The two main ways to test accuracy of the model were the preliminary results given by
Create ML software used to train the model and the results from the study itself.
3.2.1 Create ML Generated Accuracies

Create ML uses two metrics to determine: training accuracy and validation accuracy.
Training accuracy is defined as how correctly the visionFeature PrintScreen algorithm
determined the weights of features each image following all iterations. Validation accuracy is
defined as being similarly to training accuracy, however it uses a subset of images from the full
dataset used to prevent model overfitting [15]. Figure 3.1 shows the results of these two metrics

after running 10 iterations through our generated dataset.
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Figure 3.1: Image Classification Model Accuracies

This yielded a 78.3% training accuracy and a 79.1% validation accuracy. This accuracy is
in line with previous research on image classification of buildings which has seen accuracies of
around 80% [12]. Possible sources of error include the fewer number of iterations due to Create
ML setting 10 iterations as the limit due to not being able to acquire more information about
each image from the dataset.

3.2.2 Study Resulting ML Model Accuracies

From the study itself, counts of how many pictures were accurate and the total number of
pictures taken were some of the metrics taken from the app. By dividing number of accurate
photos by total number of photos taken for the respective metrics, the accuracies in Table 3.2

were determined.

Table 3.2: Study Building Recognition Accuracies

Building Recognition

Feature Accuracy 0.318

Destination Recognition

Accuracy 0.64
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One possible source of error for both metrics includes images taken of zoomed-in
landmarks where the participant was standing more than 60m away from them. Another possible
source of error for building recognition feature accuracy is an image taken when the participant
was standing closer to a similarly looking building than the building being pictured. Finally, the
dataset used to train the model may have been a source of error as it may not have been

expansive enough.
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4. CONCLUSION

This paper introduced an issue with GPS-based navigation within an experiential learning
context. This being that it disengages its user from their physical surroundings which leads to
hindered spatial cognition and subsequently the reduced ability to learn about features in their
environment. As a solution, this paper proposed the introduction of a contextual awareness
feature within wayfinding mobile applications that serves to promote the user’s engagement with
landmarks in their physical surroundings. Such a feature was described to allow a user to take a
picture of a building or landscape feature and gain information about the recognized landmark.
To implement this kind of feature, an image classification model would need to be developed.

This proposed feature was then developed in the context of Texas A&M University
landmarks and implemented into a newly developed wayfinding mobile application. This
application was then used in a user study to determine the effects of GPS-based navigation and
this building recognition feature on cognitive mapping performance and wayfinding accuracy.

The study was conducted on a small group of participants whereupon it was extrapolated
that GPS-based navigation outperformed traditional paper maps in terms of wayfinding accuracy.
Additionally, it was deduced that cognitive mapping performance was enhanced for participants
when describing the locations of route destination buildings.

The results of the image classification model and related post-classification algorithms
powering the building detection feature were found to accurately be able to detect study
destination buildings and somewhat accurately be able to detect any of the 35 buildings
represented in the model. Limitations to the model were that the underlying algorithm and

augmentations were pre-created for a wide variety of features rather than our use-case of
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buildings and landscape features. Optimizations that would be made given more time and
resources would be to create a custom image classification model suited for Texas A&M
University buildings and to refine our image splitting algorithm to dynamically segment images
based on where features are present.
4.1  Future Work

Upcoming work in this study will look to gather more participants for the user study to
gain statistically conclusive results regarding improved cognitive mapping accuracy and the
differences between wayfinding and spatial cognitive performance of GPS-based navigation
versus the building recognition feature. Additionally, the building recognition accuracy will be
investigated and possible sources of error such as participant proximity to buildings and image
classification dataset errors will be explored.

An additional extension of this research may be pursued as moving the study and

building recognition features to the German study abroad program in Fall 2022.
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APPENDIX: A - QUESTIONNAIRES

Please answer the following gquestions fo defermine whether you qualify for participating in this
research.

1.

[

(]

Are vou a Texas A&M student?
o Yes o No

How long have vou studied at Texas A&M University?
o <= 12 months o 13-24 months © 25-48 months = >48 months

What is vour age?
o==17 o 18-25 o 26-65 o =66

Do you have an 1Phone/1Pad runmng 108 15.0 or above? (How do I find out the version of 10s on
my device? Follow the steps here: https://support.apple com/en-us/ HT201685 )
O Yes o No

Select the Texas A&M buildings/landmarks from the list that vou know the location of (Check all
that apply)? Please do not look them up.

o Zachry Engineering Education Complex

o Clements Hall

o Freedom From Terrorism Memorial

o YMCA Bulding

o Haynes Engineering Building - HEB

o Biological Sciences Building East

o Bolton Hall

o Rudder Tower

o Michael T. Halbouty Geosciences Building
0 Academic Building

o The Pavilion

o Military Sciences Building (Trigon)

o Blocker Building

o Engineening Activity Building

O Scoates Hall

Figure A.1: Pre-Screening Questionnaire
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The following quesiionnalre comiging 7 questions abous how anxtons vou feel when you are in an

umfamiliar environment. Please rate the level of anxiety you think you wounld feel in the following

SIwaiTons:

1.

(=]

[

Deciding wihich dioection to walk m an unfambiar cty or town after commg out of a
tram bus metro station or parking garage

o Not at all amcsous £ Not very anmious = Neutral o Somewhat anvious = Very anxious
Finding my way to an appointment in an unfamiliar area of a city of town

O Mot at all anxious © Mot very anxicus © Neutral © Somewhat anxious o Very anxious
Leaving a store that T have been to for the first time and deciding which way to tum o get to a
destination

o Mot at all amciouz = Not very anxious = Neutral © Somewhat anxious = Very anxious
Finding my way back to a familiar arca after realizing I have made a wrong tum and become lost
while traveling

o Net at all amwaous = Mot very anxious © Nestral © Somewhat anxious = Very anxious
Finding my way m an vnfarmbar shepping mall, medical center, or large buildme complex

O Not at all amtaous © Mot very anxious O Negtral © Semewhat anxious 0 Very anxious

Finding my way out of a complex arrangement of offices that I have visited for the first tsme
Trying a new route that T think will be a shorcur, without a map

o Not at all anxsous © Not very anxicus = Neutral © Semewhat anxious o Very anxious
Pomting in the direction of a place outside that someons wants to get 1o and has asked for
directions, when I am in a windewless room

o Net at all amxious = Not very anwious = Newtral o Somewhat anxicus = Very anxious

The following guestionnaire contains 14 questions about wayfinding siraiegies, Please rate how ypical
It bs for you fo use each of the following strategies|

1

Next, we wonld like ro know a lirtle bir abowt you. All information you provide will stay

Tkepetrack of the direction (north, south, east or west) in which T'was going

o Mot at all typical of me o Not very typical of me © Neutral o Typical of me © Very typical of
me

Before starting, [ asked for directions tellmg me whether to go east, west, north or south at
particular strests or landmarks.

o Not at all typical of me o Not very typical of me = Newtral o Typical of me © Very typical of
me

Before starung, | asked for drections telling me whether o tum night or left at particular streets or
landmarks.

o Ned at all typacal of me o Not very typical of me = Newtral o Tvpecal of me £ Very typical of
me

T kepetrack of where Twas in relation to the sun (or moon) in the sky as Twent.

o Mot at all typical of me o Not very typical of me o Neutral o Typical of me o Very typical of
me

As I drove, 1 made a mental note of the mileage 1 traveled on different roads.

o Not at all typical of me o Not very typical of me = Newtral o Typical of me o Very typical of
me

Before startmg, | asked for directions telling me how mamy streets to pass before makmg each
turn.

o Not at all typacal of me o Not very typecal of me o Newtral o Typecal of me o Very typacal of
me

confidential

1

2
3.

4.

What is your gender?
= Female
= Male
= Other

In what year were you bon?

Are vou of Hispamic, Latino. or Spanish ongm?

Yes

No

What 1s your race? Check one or more that apply.
o White

African American

Asian

Native Hawaiian or Pacific Islander

American Indian or Alaska Native

Other

0oooonor

5. How leag have vou besn studyig at Texas Ak University at College Station?
I year
2 years.
3 years
4 years
5 or more years
average, how loag do you stay on cainpas o woskdaye?
Less than 1 hour
1-2 bours
34 howrs
3-8 hours
More than 8 hours
7. Tkept track of the relationship between where Iwas and the center of towm.
= Wot at all typical of me o Not very typical of me = Neutral = Typecal of me o Very typical of
me

"""""9 oo

5. Before starting, I asked for directions telling me how far to go in terms of mileage.
= Not at all typical of me = Not very typical of me = Neutral = Typical of me = Very typucal of
me

9. As Idrove, I made = mental note of the number of streets I passed before making each tum.
= Wot at all typical of me o Not very typical of me = Neutral = Typical of me o Very typical of
me

10. I kept track of the relationship between where I was and the pet place where I had to change my
direciion.
o Not at all typical of me o Not very typical of me o Newutral = Tymeal of me o Very typical of
e

1. ITwisualized a map or layout of the area m sy mand a8 Tdrove.
o Not at all typical of me o Not very typical of me o Neutial © Tymeal of me o Very typucal of
me

12. Before starimg, [ asked for a hand-drawm map of the area.
o Not at all typical of me o Not very typical of me o Neutral = Tymical of me o Very typical of
me

13. Ireferred to 2 published road map.
o Not at all typical of me o Not very typical of me o Newral = Typical of me = Very typical of
me

14, I'made a menral aote of landmarks, such as buldings or nanwal features, that 1 passad along the
way
o Not at all typical of me = Not very typical of me = Neutral = Typical of me = Very typical of
me

On this page, please draw 2 map that shows vour impression of the Texas AS‘M main campos, with where

we stand (the Rodder Plaza) as the conter. Imagine that vou are drawing the map for a family friznd who

has pever come to Texas AdM before, and would liks to see the places on campus that you know.

Rudder Plaza ]

Figure A.2: Pre-Questionnaire
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1of 4 & Back 2of 4
Question 1/4 Question 2/4
Please rate your current mood How anxious were you finding
from Q@ to 10, where O your way to this destination

represents your "worst mood"
and 10 represents your "best
mood"

5 Neutral

CGEETEED I

£ Back 3ofd £ Back 4 of 4
Question 3/4 Question 4/4

Did you feel you were lost at

How difficult was it to find this any moment?

destination?

Yes

Mo

MNeutral

Figure A.3: Mid-Questionnaire (Within App)
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The following guestonnalre i abows the usebilin: and interfoce of the TAMU Bullding Seeker
Applicatton. It is currentdy under development, and we would like fo hear your feedback:

1. What 13 vous study code?
2. How difficult was 1t fo find out where your next destnation was?
o Verv Dufficult o Moderately Difficult © Newtral o Moderately Easy o Very Easy
3. Were all the features of the app obvious for vou to use?
o Very Dafficult o Moderately Diffscult = Nevtral o Moderately Easy = Very Easy
4. Were vou satisfied with the visual zesthetic of the app? (Icons, backerounds, etc.)
= Veery Dassatisfisd o Moderately Dissansfied o Newral = Moderately Satisfied o Very Satisfied
5. Dnud you ever need to retzke your picrure when vou were taking a picture of the correct
destination?
o Vs
o Mo

& How beneficial was the prciure taking feature m finding the destination”
o Verv Hmdenng o Moderately Hindering o Newutral o Moderately Beneficial o Very Beneficial
7. What features would you like to ses added in the app?

8 Thd you notice any features {eg , buldmgs, pathwayvs, scnlptures) that you have never noticed
before?
o Ves
o Mo
9. What wayfinding cues did vou use?
o Routing mstructions on the app
o Maps on the app
o Paper map
o Keepanig track of the direction (north, south, east, or west)
o Surrcunding landmarks (uldings, sculpmres, landscape)
O Street signs nanmes
o Building sipns/'names

o Asking other people
o Other, please specific

On this page, please draw g map thar shows your impression of the Texas A&EM mair campus gifer

conducting the wayfnding task. with where we stand (the Rudder Flazal as the center. Every map will
e amalyred separately, so please de not emir features that you have alrecdy included in yonr previons

P,

Eudder Plaza L]

Figure A.4: Post-Questionnaire
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APPENDIX: B-TRIAL STUDY QUESTIONNAIRE RESULTS

How Difficult Was It to Find This Destination?

Average Mood After Each Destination

Group C

Group A Group B Group D

How Difficult Was It te Find This Destination?

T — Wb et o i A .3 e
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How Anxious Were You Finding Your Way to This Destination?
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o
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Group C

Did You Feel Your Were Lost at Any Moment?

Response:
- Yes
- No

Yes

Group A

Did You Feel Your Were Lost at Any Moment?

Response:
N Yes
= No

No Yes

Group G

Figure B.1: Mid-Questionnaire Testing Results

41

How Anxious Were You Finding Your Way to This Desti 7

mm"“‘w e

o
e svﬂ"“‘"“w“:tﬂw
Group B

How Anxious Were You Finding Your Way to This Destination?
8

7

&

e
'ﬁ“mw w,w* wa" m_.‘.,

Grnup D

Did You Feel Your Were Lost at Any Moment?

Group B

Did You Feel Your Were Lost at Any Moment?




