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ABSTRACT

Increasing demands in software industry and scarcity of software engineers motivates researchers

and practitioners to explore avenues for automating various aspects of software engineering. Au-

tomated software generation and the development of tools to streamline the software generation

process are significant components among the various processes of software engineering. Therefore,

we set out to investigate two major tasks of software engineering to make the process more easier and

convenient for the software engineer. Our first task is automated software generation. Automated

software generation, which is also known as program synthesis, is a complex and challenging task.

We investigate two different sub-tasks for automatically synthesizing programs using provided

specifications. In our research, we utilize input-output examples as the specification for both

methods. The first sub-task involves the use of a genetic algorithm (GA) to synthesize programs.

In this approach, we train a neural network-based fitness function with input-output specifications

and program traces. For the second sub-task, we formulate the program synthesis process as a

continuous optimization problem and leverage covariance matrix adaption evolutionary strategy

(CMA-ES) to solve it. The second task of our study focuses on exploring the synthesis process of

software configuration specifications from natural language text. Configurations for large software

systems are typically configured by human, and due to the vast number of configurations involved,

their specifications are often described in software manuals written in natural language specifically

in English. Our research seeks to investigate the process of synthesizing specifications from natural

language-based sources. To achieve this, we formulate the specification synthesis process as an

end-to-end sequence-to-sequence learning process and integrate large language models to improve

the understanding and extraction of specification from the text.
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1. INTRODUCTION

The importance of software in our daily lives cannot be overstated. However, the process of

creating software is often complex and time-consuming due to the involvement of humans. The high

level of human involvement in the software creation process can lead to errors and inefficiencies

that can significantly impact the quality and speed of the software development lifecycle. As a

result, the automation of different steps in the software creation process has become increasingly

important. Automation tools can help to streamline the software creation process, reduce errors, and

increase productivity. By automating repetitive and time-consuming tasks, developers can focus

on more important aspects of software development, such as innovation and creativity. Therefore,

the automation of software creation processes is essential to improve the efficiency and quality of

software development, ultimately benefiting both developers and end-users.

To this end, in this dissertation we investigate two aspects of automatic software generation

process.

• Generation: The generation aspect of software development involves the investigation of

automatic software construction, also known as program synthesis.

• Facilitation: The facilitation aspect of software development involves investigating the cre-

ation of tools aimed at enabling the smooth running of a software system.

Generation aspect: In generation aspect, we study the automatic creation of software given

some specification. We call this as automatic program synthesis. For our task we use input output

example as the specification. Let St = {(Ij, Oj)}mj=1 be a set of m input-output pairs. Let’s assume

there is a program P t which can take Ij as input and produce Oj as output. Assume, we do not

know the target program P t but only the specification St. Now, program synthesis is defined as

finding the program P t by only giving specification St.

We divide the software generation into two sub-tasks. In the first sub-task, we set out to use

an off-the-self genetic algorithm for program synthesis. A genetic algorithm requires a ranking
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function to rank all the solutions so that the best ones can be chosen to analyze further. We propose

to use a trained neural network as a ranking function. Note that a genetic algorithm (GA) is a

machine learning technique that attempts to solve a problem from a pool of candidate solutions.

These generated candidates are iteratively evolved and mutated and selected for survival based

on ranking function, often referred to as the fitness function. Fitness functions are usually hand-

crafted heuristics that grade the approximate correctness of candidate solutions such that those that

are closer to being correct are more likely to appear in subsequent generations. The project we

investigated this is called as NetSyn and described in Chapter 2

For the second sub-task, we formulate the searching process of program synthesis from discrete

domain to continuous domain and propose to solve it as a continuous optimization problem. Suppose

a program P , consisting of l tokens (instructions or functions), is denoted by P = ⟨P1, ..., Pl⟩,

where Pi represents the i-th token for 1 ≤ i ≤ l. Pi can be any token from the set of all possible

tokens, ΣDSL. Instead of a discrete search process, we set out to investigate if an approach can be

developed to map P into continuous parameters that does not require any learned encoding for

the formulation. Towards that end, we propose a novel formulation, where P can be expressed as

P = ⟨f1(·), f2(·), . . . , fM(·)⟩. Here, each fi(·), for 1 ≤ i ≤ M , is a function that takes a number

of continuous parameters as inputs and maps them into some tokens in P . With this formulation,

an error function that compares the output produced by P (for a specified input) with the specified

output, essentially becomes a function of continuous parameters. Therefore, the problem of program

synthesis amounts to minimizing the error function. In other words, program synthesis becomes

a continuous optimization problem where the goal is to minimize the error function. We propose

to solve this continuous optimization problem using Covariance Matrix Adaptation Evolution

Strategy (CMA-ES). Commonly used error functions for comparing program outputs, such as edit

or Manhattan distance [85, 14, 100], are non-smooth and ill-conditioned, i.e., a small change in the

input can produce a large error. Therefore, CMA-ES is perfectly suited to solve such cases. It is

a stochastic derivative-free algorithm for difficult (e.g., non-convex, ill-conditioned, multi-modal,

rugged, noisy, etc.) optimization problems and considered as one of the most advanced optimization
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algorithms. We investigate this in Chapter 3 and named the project as GeneSys.

Facilitation aspect: In the realm of facilitation aspect, our investigation focuses on the facilita-

tion of the software creation process. This involves exploring the synthesis of software configuration

specifications. Configuring a large-scale software requires the establishment of certain values or

rules to accommodate various setup criteria. As the software grows in complexity, the number

of configurations and criteria increases proportionally. Typically, the system administrator is re-

sponsible for setting up these configurations based on specific needs. The rules governing these

configurations are presented in software manuals, which are often extensive and composed in natural

language particularly in English. Consequently, system administrators may forego reading the

manuals and rely on intuition to configure the software, potentially resulting in misconfigurations

and software failure. Therefore, we investigate software configuration specification synthesis from

software manuals that is written in natural language. We formulate the specification synthesis

problem as an end-to-end squence-to-sequence learning problem. For better context understanding

we also integrate large language models (LLM) for the specification synthesis purpose.

1.1 Contribution

Finally, in the pursuit of advancing automatic software generation, we have made the following

contributions:

Generation aspect:

• We propose NetSyn, that use genetic algorithm with a trained neural network based fitness

function to synthesize programs automatically using input output specifications.

• We propose GeneSys, that formulate program synthesis as a continuous optimization problem

and use CMA-ES to synthesize programs automatically using input output specifications.

Facilitation aspect:

• We propose SpecSyn, that formulate software configuration specification synthesis as a

sequence-to-sequence learning problem by integrating large language model.
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1.2 Outline

We organize each of our projects into different chapters, with each chapter starting with an

overview of the project. We then discuss the motivation behind the project before proceeding to the

system design description. Following this, we present the results and provide a conclusion for each

chapter.
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2. NETSYN: LEARNING FITNESS FUNCTIONS FOR MACHINE PROGRAMMING

2.1 Overview

The problem of automatic software generation has been referred to as machine programming.

In this work, we propose a framework based on genetic algorithms to help make progress in this

domain. Although genetic algorithms (GAs) have been successfully used for many problems,

one criticism is that hand-crafting GAs fitness function, the test that aims to effectively guide its

evolution, can be notably challenging. Our framework presents a novel approach to learn the

fitness function using neural networks to predict values of ideal fitness functions. We also augment

the evolutionary process with a minimally intrusive search heuristic. This heuristic improves the

framework’s ability to discover correct programs from ones that are approximately correct and does

so with negligible computational overhead. We compare our approach with several state-of-the-

art program synthesis methods and demonstrate that it finds more correct programs with fewer

candidate program generations.

2.2 Introduction

In recent years, there has been notable progress in the space of automatic software generation,

also known as machine programming (MP) [42, 45, 109]. An MP system produces a program

as output that satisfies some input specification to the system, often in the form of input-output

examples. The previous approaches to this problem have ranged from formal program synthesis [46,

5] to machine learning (ML) [13, 153, 34, 114] as well as their combinations [40]. Genetic

algorithms (GAs) have also been shown to have significant promise for MP [14, 100, 16, 73]. GA is

a simple and intuitive approach and demonstrates competitive performance in many challenging

domains [69, 126, 111]. Therefore, in this paper, we focus on GA - more specifically, a fundamental

aspect of GA in the context of MP.

A genetic algorithm (GA) is a machine learning technique that attempts to solve a problem from

a pool of candidate solutions. These generated candidates are iteratively evolved and mutated and
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selected for survival based on a grading criteria, called the fitness function. Fitness functions are

usually hand-crafted heuristics that grade the approximate correctness of candidate solutions such

that those that are closer to being correct are more likely to appear in subsequent generations.

In the context of MP, candidate solutions are programs, initially random but evolving over

time to get closer to a program satisfying the input specification. Yet, to guide that evolution, it is

particularly difficult to design an effective fitness function for a GA-based MP system. The fitness

function is given a candidate program and the input specification (e.g., input-output examples)

and from those, must estimate how close that candidate program is to satisfying the specification.

However, we know that a program having only a single mistake may produce output that in no

obvious way resembles the correct output. That is why, one of the most frequently used fitness

functions (i.e., edit-distance between outputs) in this domain [14, 100, 16, 73] will in many cases

give wildly wrong estimates of candidate program correctness. Thus, it is clear that designing

effective fitness functions for MP is difficult.

Designing simple and effective fitness functions is a unique challenge for GA. Despite many

successful applications of GA, it still remains an open challenge to automate the generation of such

fitness functions. An impediment to this goal is that fitness function complexity tends to increase

proportionally with the problem being solved, with MP being particularly complex. In this paper, we

explore an approach to automatically generate these fitness functions by representing their structure

with a neural network. While we investigate this technique in the context of MP, we believe the

technique to be applicable and generalizable to other domains. We make the following technical

contributions:

• Fitness Function: Our fundamental contribution is in the automation of fitness functions for

genetic algorithms. We propose to do so by mapping fitness function generation as a big

data learning problem. To the best of our knowledge, our work is the first of its kind to use a

neural network as a genetic algorithm’s fitness function for the purpose of MP.

• Convergence: A secondary contribution is in our utilization of local neighborhood search to

improve the convergence of approximately correct candidate solutions. We demonstrate its
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efficacy empirically.

• Generality: We demonstrate that our approach can support different neural network fitness

functions, uniformly. We develop a neural network model to predict the fitness score based

on the given specification and program trace.

• Metric: We contribute a new metric suitable for MP domain. The metric, “search space”

size (i.e., how many candidate programs have been searched), is an alternative to program

generation time, and is designed to emphasize the algorithmic efficiency as opposed to the

implementation efficiency of an MP approach.

2.3 Related Work

Machine programming can be achieved in many ways. One way is by using formal program

synthesis, a technique that uses formal methods and rules to generate programs [88]. Formal

program synthesis usually guarantees some program properties by evaluating a generated program’s

semantics against a corresponding specification [46, 5]. Although useful, such formal synthesis

techniques can often be limited by exponentially increasing computational overhead that grows

with the program’s instruction size [58, 15, 121, 81, 26].

An alternative to formal methods for MP is to use machine learning (ML). Machine learning

differs from traditional formal program synthesis in that it generally does not provide correctness

guarantees. Instead, ML-driven MP approaches are usually only probabilistically correct, i.e., their

results are derived from sample data relying on statistical significance [91]. Such ML approaches

tend to explore software program generation using an objective function. Objective functions are

used to guide an ML system’s exploration of a problem space to find a solution.

More recently, there has been a surge of research exploring ML-based MP using neural networks

(NNs). For example, in [12], the authors train a neural network with input-output examples to

predict the probabilities of the functions that are most likely to be used in a program. Raychev et

al. [110] take a different approach and use an n-gram model to predict the functions that are most

likely to complete a partially constructed program. Robustfill [34] encodes input-output examples
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using a series of recurrent neural networks (RNN), and generates the the program using another

RNN one token at a time. Bunel et al. [17] explore a unique approach that combines reinforcement

learning (RL) with a supervised model to find semantically correct programs. These are only a few

of the works in the MP space using neural networks [114, 19, 21].

Significant research has been done in the field of genetic programming [100, 16, 73] whose goal

is to find a solution in the form of a complete or partial program for a given specification. Prior

work in this field has tended to focus on either the representation of programs or operators during

the evolution process. Real et al. [112] recently demonstrated that genetic algorithms can generate

accurate image classifiers. Their approach produced a state-of-the-art classifier for CIFAR-10 [71]

and ImageNet [32] datasets. Moreover, genetic algorithms have been exploited to successfully

automate the neural architecture optimization process [115, 126, 80, 72, 113]. Even with this notable

progress, genetic algorithms can be challenging to use due to the complexity of hand-crafting fitness

functions that guide the search. We claim that our proposed approach is the first of its kind to

automate the generation of fitness functions.

2.4 Problem

2.5 Background

Let St = {(Ij, Ot
j)}mj=1 be a set of m input-output pairs, such that the output Ot

j is obtained by

executing the program P t on the input Ij . Inherently, the set St of input-output examples describes

the behavior of the program P t. One would like to synthesize a program P t′ that recovers the same

functionality of P t. However, P t is usually unknown, and we are left with the set St, which was

obtained by running P t. Based on this assumption, we define equivalency between two programs as

follows:

Definition 2.5.1 (Program Equivalency). Programs P a and P b are equivalent under the set S =

{(Ij, Oj)}mj=1 of input-output examples if and only if P a(Ij) = P b(Ij) = Oj , for 1 ≤ j ≤ m. We

denote the equivalency by P a ≡S P b.

Definition 2.5.1 suggests that to obtain a program equivalent to P t, we need to synthesize
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the target program for a given input-output example using the trained neural network as a fitness
function in a genetic algorithm.

a program that is consistent with the set St. Therefore, our goal is to find a program P t′ that

is equivalent to the target program P t (which was used to generate St), i.e., P t′ ≡St P t. This

task is known as Inductive Program Synthesis (IPS). As suggested by [12], a machine learning

based solution to the IPS problem requires the definition of some components. First, we need a

programming language that defines the domain of valid programs. Second, we need a method to

search over the program domain. The search method sweeps over the program domain to find P t′

that satisfies the equivalency property. Optionally, we may want to define a ranking function to rank

all the solutions found and choose the best ones. Last, as we plan to base our solution on machine

learning techniques, we will need data to train models.
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2.6 Design

2.7 NetSyn

Here, we describe our solution to IPS in more detail, including the choices and novelties for

each of the proposed components. We name our solution NetSyn as it is based on neural networks

for program synthesis.

2.7.1 Domain Specific Language

As NetSyn’s programming language, we choose a domain specific language (DSL) constructed

specifically for it. This choice allows us to constrain the program space by restricting the operations

used by our solution. NetSyn’s DSL follows the DeepCoder’s DSL [12], which was inspired by

SQL and LINQ [35]. The only data types in the language are (i) integers and (ii) lists of integers.

The DSL contains 41 functions, each taking one or two arguments and returning one output. Many

of these functions include operations for list manipulation. Likewise, some operations also require

lambda functions. There is no explicit control flow (conditionals or looping) in the DSL. However,

several of the operations are high-level functions and are implemented using such control flow

structures. A full description of the DSL can be found in the supplementary material. With these

data types and operations, we define a program P as a sequence of functions. Table 3.1 presents an

example of a program of 4 instructions with an input and respective output.

Arguments to functions are not specified via named variables. Instead, each function uses the

output of the previously executed function that produces the type of output that is used as the input

to the next function. The first function of each program uses the provided input I . If I has a type

mismatch, default values are used (i.e., 0 for integers and an empty list for a list of integers). The

final output of a programs is the output of its last function.

As a whole, NetSyn’s DSL is novel and amenable to genetic algorithms. The language is defined

such that all possible programs are valid by construction. This makes the whole program space valid

and is important to facilitate the search of programs by any learning method. In particular, this is

very useful in evolutionary process in genetic algorithms. When genetic crossover occurs between
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[int] Input:
FILTER (>0) [−2, 10, 3,−4, 5, 2]
MAP (*2)
SORT Output:
REVERSE [20, 10, 6, 4]

Table 2.1: An example program of length 4 with an input and corresponding output.

two programs or mutation occurs within a single program, the resulting program will always be

valid. This eliminates the need for pruning to identify valid programs.

2.7.2 Search Process

NetSyn synthesizes a program by searching the program space with a genetic algorithm-based

method [130]. It does this by creating a population of random genes (i.e., candidate programs) of a

given length L and uses a learned neural network-based fitness function (NN-FF) to estimate the

fitness of each gene. Higher graded genes are preferentially selected for crossover and mutation to

produce the next generation of genes. In general, NetSyn uses this process to evolve the genes from

one generation to the next until it discovers a correct candidate program as verified by the input-

output examples. From time to time, NetSyn takes the top N scoring genes from the population,

determines their neighborhoods, and looks for the target program using a local proximity search.

If a correctly generated program is not found within the neighborhoods, the evolutionary process

resumes. Figure 3.3 summarizes the NetSyn’s search process.

We use a value encoding approach for each gene. A gene ζ is represented as a sequence of

values from ΣDSL, the set of functions. Formally, a gene ζ = (f1, . . . , fi, . . . , fL), where fi ∈ ΣDSL.

Practically, each fi contains an identifier (or index) corresponding to one of the DSL functions. The

encoding schemenet satisfies a one-to-one match between programs and genes.

The search process begins with a set Φ0 of |Φ0| = T randomly generated programs. If a program

equivalent to the target program P t is found, the search process stops. Otherwise, the genes are

ranked using a learned NN-FF. A small percentage (e.g., 20%) of the top graded genes in Φj are

passed in an unmodified fashion to the next generation Φj+1 for the next evolutionary phase. This
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guarantees that some of the top graded genes are identically preserved, aiding in forward progress

guarantees. The remaining genes of the new generation Φj+1 are created through crossover or

mutation with some probability. For crossover, two genes from Φj are selected using the Roulette

Wheel algorithm with the crossover point selected randomly [44]. For mutation, one gene is Roulette

Wheel selected and the mutation point k in that gene is selected based on the same learned NN-FF.

The selected value zk is mutated to some other random value z′ such that z′ ∈ ΣDSL and z′ ̸= zk.

Crossovers and mutations can occasionally lead to a new gene with dead code. To address

this issue, we eliminate dead code. Dead code elimination (DCE) is a classic compiler technique

to remove code from a program that has no effect on the program’s output [31]. Dead code is

possible in our list DSL if the output of a statement is never used. We implemented DCE in NetSyn

by tracking the input/output dependencies between statements and eliminating those statements

whose outputs are never used. NetSyn uses DCE during candidate program generation and during

crossover/mutation to ensure that the effective length of the program is not less than the target

program length due to the presence of dead code. If dead code is present, we repeat crossover and

mutation until a gene without dead code is produced.
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Figure 2.2: Neural network fitness function for (a) single and (b) multiple IO examples. In each
figure, layers of LSTM encoders are used to combine multiple inputs into hidden vectors for the
next layer. Final fitness score is produced by the fully connected layer.
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2.7.2.1 Learning the Fitness Function

Evolving the population of genes in a genetic algorithm requires a fitness function to rank the

fitness (quality) of genes based on the problem being solved. Ideally, a fitness function should

measure how close a gene is to the solution. Namely, it should measure how close a candidate

program is to an equivalent of P t under St. Finding a good fitness function is of great importance to

reduce the number of steps in reaching the solution and directing the algorithm in the right direction

so that genetic algorithm are more likely to find P t.

Intuition: A fitness function, often, is handcrafted to approximate some ideal function that is

impossible (due to incomplete knowledge about the solution) or too computationally intensive to

implement in practice. For example, if we knew P t beforehand, we could have designed an ideal

fitness function that compares a candidate program with P t and calculates some metric of closeness

(e.g., edit distance, the number of common functions etc.) as the fitness score. Since we do not

know P t, we cannot implement the ideal fitness function. Instead, in this work, we propose to

approximate the ideal fitness function by learning it from training data (generated from a number of

known programs). For this purpose, we use a neural network model. We train it with the goal of

predicting the values of an ideal fitness function. We call such an ideal fitness function (that would

always give the correct answer with respect to the actual solution) the oracle fitness function as

it is impossible to achieve in practice merely by examining input-output examples. In this case,

our models will not be able to approach the 100% accuracy of the oracle but rather will still have

sufficiently high enough accuracy to allow the genetic algorithm to make forward progress. Also,

we note that the trained model needs to generalize to predict for any unavailable solution and not a

single specific target case.

We follow ideas from works that have explored the automation of fitness functions using

neural networks for approximating a known mathematical model. For example, Matos Dias et

al. [89] automated them for IMRT beam angle optimization, while Khuntia et al. [68] used them for

rectangular microstrip antenna design automation. In contrast, our work is fundamentally different

in that we use a large corpus of program metadata to train our models to predict how close a given,
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incorrect solution could be from an unknown correct solution (that will generate the correct output).

In other words, we propose to automate the generation of fitness functions using big data learning.

To the best of our knowledge, NetSyn is the first proposal for automation of fitness functions in

genetic algorithms. In this paper, we demonstrate this idea using MP as the use case.

Given the input-output samples St =
{(

Ij, O
t
j

)}
j

of the target program P t and an ideal fitness

function fit(·), we would like a model that predicts the fitness value fit(ζ, P t) for a gene ζ. In

practice, our model predicts the values of fit(·) from input-output samples in St and from execution

traces of the program P ζ (corresponding to ζ) by running with those inputs. Intuitively, execution

traces provide insights of whether the program P ζ is on the right track.

In NetSyn, we use a neural network to model the fitness function, referred to as NN-FF. This task

requires us to generate a training dataset of programs with respective input-output samples. To train

the NN-FF, we randomly generate a set of example programs, E = {P ej}, along with a set of random

inputs Ij = {Ieji } per program P ej . We then execute each program P ej in E with its corresponding

input set Ij to calculate the output set Oj . Additionally, for each P ej in E, we randomly generate

another program P rj = (f
rj
1 , f

rj
2 , ..., f

rj
n ), where f

rj
k is a function from the DSL i.e., f rj

k ∈ ΣDSL.

We apply the previously generated input Ieji to P r
j to get an execution trace, T rj

i = (trji1 , t
rj
i2 , ..., t

rj
in),

where trjik = f rj
k (trji(k−1)) with trji1 = f rj

1 (I
ej
i ) and trjin = f rj

n (trji(n−1)) = P rj(I
ej
i ). Thus, the input set

Ij = {Ieji } of the program P ej produces a set of traces T j = {T rj
i } from the program P rj . We then

compare the programs P rj and P ej to calculate the fitness value and use it as an example to train

the neural network.

In NetSyn, the inputs of NN-FF consist of input-output examples, generated programs, and their

execution traces. Let us consider a single input-output example, (Ieji , O
ej
i ). Let us assume that P ej is

the target program that NetSyn attempts to generate and in the process, it generates P rj as a potential

equivalent. NN-FF uses (Ieji , Oej
i ), and {(f rj

k , t
rj
ik)} as inputs for this example. Each of (Ieji , Oej

i ),

and t
rj
ik are passed through an embedding layer followed by an LSTM encoder. f rj

k is passed as a

one-hot-encoding vector. Figure 4.2(a) shows the details of how a single input-output example is

processed. Two layers of LSTM encoders combines the vectors to produce a single vector, Hj
i . In
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order to handle a set of input-output examples, {(Ieji , O
ej
i )}, a set of execution traces, T j = {T rj

i },

is collected from a single generated program, P rj . Each input-output example, (Ieji , O
ej
i ), along

with the corresponding execution trace produces a single vector, Hj
i . An LSTM encoder combines

such vectors to produce a single vector, which is then processed by fully connected layers to predict

the fitness value (Figure 4.2(b)).

Example: To illustrate, suppose the program in Table 3.1 is in E. Let us assume that

P rj is another program {[INT], FILTER (>0), MAP (*2), REVERSE, DROP (2)}. If we use

the input in Table 3.1 (i.e., [−2, 10, 3,−4, 5, 2]) with P rj , the execution trace is {[10, 3, 5, 2] ,

[20, 6, 10, 4], [4, 10, 6, 20], [6, 20]}. So, the input of NN-FF is {[−2, 10, 3,−4, 5, 2], [20, 10, 6, 4],

Filterv, [10, 3, 5, 2], Mapv, [20, 6, 10, 4], Reversev, [4, 10, 6, 20], Dropv, [6, 20]}. fv indicates the

value corresponding to the function f .

There are different ways to quantify how close two programs are to one another. Each of these

different methods then has an associated metric and ideal fitness value. We investigated three such

metrics – common functions, longest common subsequence, and function probability – which we

use as the expected predicted output for the NN-FF.

Common Functions: NetSyn can use the number of common functions (CF) between P ζ

and P t as a fitness value for ζ. In other words, the fitness value of ζ is fCF
P t (ζ) = |elems(P ζ) ∩

elems(P t)|. For the earlier example, fCF will be 3. Since the output of the neural network will be

an integer from 0 to len(Pt), the neural network can be designed as a multiclass classifier with a

softmax layer as the final layer.

Longest Common Subsequence: As an alternative to CF, we can use longest common

subsequence (LCS) between P ζ and P t. The fitness score of ζ is fLCS
P t (ζ) = len(LCS (P ζ , P t)).

Similar to CF, training data can be constructed from E which is then fed into a neural network-based

multiclass classifier. For the earlier example, fLCS will be 2.

Function Probability: The work [12] proposed a probability map for the functions in the

DSL. Let us assume that the probability map p is defined as the probability of each DSL operation

to be in P t given the input-output samples. Namely, p = (p1, . . . , pk, . . . , p|ΣDSL|) such that
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Figure 2.3: Example of neighborhood for a 4-length gene using (a) BFS- and (b) DFS-based
approach.

pk = Prob(opk ∈ elems(P t)|{(Ij, Ot
j)}mj=1), where opk is the kth operation in the DSL. Then, a

multiclass, multilabel neural network classifier with sigmoid activation functions used in the output

of the last layer can be used to predict the probability map. Training data can be constructed for

the neural network using E. We can use the probability map to calculate the fitness score of ζ as

fFP
P t (ζ) =

∑
k:opk∈elems(P ζ) pk. NetSyn also uses the probability map to guide the mutation process.

For example, instead of mutating a function zk with z′ that is selected randomly, NetSyn can select

z′ using Roulette Wheel algorithm using the probability map.

2.7.2.2 Local Neighborhood Search

Neighborhood search (NS) checks some candidate genes in the neighborhood of the N top

scoring genes from the genetic algorithm. The intuition behind NS is that if the target program P t is

in that neighborhood, NetSyn may be able to find it without relying on the genetic algorithm, which

would likely result in a faster synthesis time.
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Let us assume that NetSyn has completed l generations. Then, let µl−w+1,l denote the average

fitness score of genes for the last w generations (i.e., from l − w + 1 to l) and µ1,l−w will denote

the average fitness score before the last w generations (i.e., from 1 to l − w). Here, w is the sliding

window. NetSyn invokes NS if µl−w+1,l ≤ µ1,l−w. The rationale is that under these conditions,

the search procedure has not produced improved genes for the last w generations (i.e., saturating).

Therefore, it should check if the neighborhood contains any program equivalent to P t.

Algorithm 1: Defines and searches neighborhood based on BFS principle
Input: A set G of top N scoring genes
Output: P t′ , if found, or Not found otherwise

1 for Each ζ ∈ G do
2 NH ← ∅
3 for i← 1 to len(ζ) do
4 for j ← 1 to|ΣDSL| do
5 ζn ← ζ with ζi replaced with opj such that ζi ̸= opj
6 NH ← NH ∪ {ζn}

7 if there is P t′ ∈ NH such that P t′ ≡St P t then
8 return P t′

9 return Not found

Neighborhood Definition: Algorithm 1 shows how to define and search a neighborhood.

The algorithm is inspired by the breadth first search (BFS) method. For each top scoring gene ζ,

NetSyn considers one function at a time starting from the first operation of the gene to the last one.

Each selected operation is replaced with all other operations from ΣDSL, and inserts the resultant

genes into the neighborhood set NH . If a program P t′ equivalent to P t is found in NH , NetSyn

stops there and returns the solution. Otherwise, it continues the search and returns to the genetic

algorithm. The complexity of the search is O(N · len(ζ) · |ΣDSL|), which is significantly smaller

than the exponential search space used by a traditional BFS algorithm. Similar to BFS, NetSyn

can define and search the neighborhood using an approach similar to depth first search (DFS). It is

similar to Algorithm 1 except i keeps track of depth here. After the loop in line 4 finishes, NetSyn

picks the best scoring gene from NH to replace ζ before going to the next level of depth. The
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algorithmic complexity remains the same. Figure 2.3 (a) and (b) show examples of neighborhood

using BFS- and DFS-based approach.

2.8 Results

2.9 Experimental Results

We implemented NetSyn in Python with a TensorFlow backend [2]. We developed an interpreter

for NetSyn’s DSL to evaluate the generated programs. We used 4,200,000 randomly generated

unique example programs of length 5 to train the neural networks. We used 5 input-output examples

for each program to generate the training data. To allow our model to predict equally well across all

possible CF/LCS values, we generate these programs such that each of the 0-5 possible CF/LCS

values for 5 length programs are equally represented in the dataset. To test NetSyn, we randomly

generated a total of 100 programs for each program length from 5 to 10. For each program length,

50 of the generated programs produce a singleton integer as the output; the rest produce a list

of integers. We therefore refer to the first 50 programs as singleton programs and the rest as list

programs. We collected m = 5 input-output examples for each testing program. When synthesizing

a program using NetSyn, we execute it K = 10 times and average the results to eliminate any noise.

2.9.1 Demonstration of Synthesis Ability

We ran three variants of NetSyn - NetSynCF , NetSynLCS , and NetSynFP , each predicting fCF ,

fLCS , and fFP fitness functions, respectively. Each used NSBFS and FP-based mutation operation.

We ran the publicly available best performing implementations of DeepCoder [12], PCCoder [153],

and RobustFill [34]. We also implemented a genetic programming-based approach, PushGP [100].

For comparison, we also tested two other fitness functions: 1) edit-distance between outputs (fEdit ),

and 2) the oracle (fOracle). For every approach, we set the maximum search space size to 3,000,000

candidate programs. If an approach does not find the solution before reaching that threshold, we

conclude the experiment marking it as “solution not found”.

Figure 3.10(a) - (c) show comparative results using the proposed metric: search space used. For

each test program, we count the number of candidate programs searched before the experiment
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Figure 2.4: NetSyn’s synthesis ability with respect to different fitness functions and schemes. When
limited by a maximum search space, NetSyn synthesizes more programs than DeepCoder, PCCoder,
RobustFill, and PushGP. Moreover for each program, NetSyn synthesizes a higher percentage of
runs than other approaches.
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(a) NetSynCF (b) NetSynLCS

(c) NetSynFP

Figure 2.5: NetSyn’s synthesis ability with respect to fitness functions and DSL function types.
Programs producing a single integer output are harder to synthesize in all three variants of NetSyn.
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has concluded by either finding a correct program or exceeding the threshold. The number of

candidate programs searched is expressed as a percentage of the maximum search space threshold,

i.e., 3,000,000 and shown in y-axis. We sort the time taken to synthesize the programs. A position

N on the X-axis corresponds to the program synthesized in the Nth longest percentile time of all the

programs. Lines terminate at the point at which the approach fails to synthesize the corresponding

program. For all approaches, except for fEdit-based NetSyn and PushGP, up to 30% of the programs

can be synthesized by searching less than 2% of the maximum search space. Search space use

increases when an approach tries to synthesize more programs. In general, DeepCoder, PCCoder,

and RobustFill search more candidate programs than fCF , fLCS or fFP -based NetSyn. For example,

for synthesizing programs of length 5, DeepCoder, PCCoder and RobustFill use 37%, 33%, and

47% search space to synthesize 40%, 50%, and 60% programs, respectively. In comparison, NetSyn

can synthesize upwards of 90% programs by using less than 60% search space. NetSyn synthesizes

programs at percentages ranging from 65% (in case of NetSynFP for 10 length programs) to as high

as 97% (in case of NetSynLCS for 5 length programs). In other words, NetSyn is more efficient in

generating and searching likely target programs. Even for length 10 programs, NetSyn can generate

65% of the programs using less than 45% of the maximum search space. In contrast, DeepCoder,

PCCoder, and RobustFill cannot synthesize more than 60% of the programs even if they use the

maximum search space. PushGP and edit distance-based approaches always use more search space

than fCF or fLCS .

Figure 3.10(d) - (f) show the distribution of synthesis rate (i.e., what percentage of K = 10

runs synthesizes a particular program) in violin plots. A violin plot shows interquartile range (i.e.,

middle 50% range) as a vertical black bar with the median as a white dot. Moreover, wider section

of the plot indicates more data points in that section. For 5 length programs, NetSyn has a high

synthesis rate (close to 100%) for almost every program (as indicated by one wide section). On the

other hand, DeepCoder, PCCoder, RobustFill, and PushGP have bimodal distributions as indicated

by two wide sections. At higher lengths, NetSyn synthesizes around 65% to 75% programs and

therefore, the distribution becomes bimodal with two wide sections. However, the section at the top
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is wider indicating that NetSyn maintains high synthesis rate for the successful cases. DeepCoder,

PCCoder, RobustFill, and PushGP have more unsuccessful cases than the successful ones. However,

for the successful cases, these approaches also have high synthesis rates.

Figure 3.10(g) - (i) show comparative results using synthesis time as the metric. In general,

DeepCoder, PCCoder, RobustFill and NetSyn can synthesize up to 20% programs within a few

seconds for all program lengths we tested. As expected, synthesis time increases as an approach

attempts to synthesize more difficult programs. DeepCoder, PCCoder, and RobustFill usually

find solutions faster than NetSyn. It should be noted that the goal of NetSyn is to synthesize a

program with as few tries as possible. Therefore, the implementation of NetSyn is not streamlined

to take advantage of various parallelization and performance enhancement techniques such as GPUs,

hardware accelerators, data parallel models etc. The synthesis time tends to increase for longer

length programs.

To asses generalizability of the proposed NN, we conducted several experiments - (i) we

experimented with 2 new sets of test programs having different Gaussian distributions of functions,

and (ii) we tested with a different order of IO examples. For 5-length programs, the synthesis

rate is found to be within 73% to 92% with a search space of 8.5% to 28.6%. Although there

is some variability in synthesis rate and search space utilization, no consistent patterns emerge

across different configurations. It is difficult to interpret any difference in synthesis rate as an

effect of generalization since different functions have differing synthesis difficulties. When we

change the distribution, we also change synthesis difficulty. We also performed these tests for 7

and 10-length programs and found that the variability diminishes as we increase program length.

Moreover, the average synthesis rates for the newer configurations tend to be higher. We believe

this to be evidence that our approach generalizes and the complete range of results are still better

than any prior state-of-the-art.

2.9.2 Characterization of NetSyn

Next, we characterize the effect of different components of NetSyn. We show the results in this

section based on programs of length 5. However, we found our general observations to be true for

22



(a) CF

(b) FP

0

20

40

60

80

100

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41

Sy
nt

he
sis

 R
at

e(
%

)

Function

0

20

40

60

80

100

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41

Sy
nt

he
sis

 R
at

e(
%

)

Function

Figure 2.6: Synthesis percentage across different functions. Functions 1 to 12 tend to have a lower
synthesis rate because they produce a single integer output. Moreover, fCF has a higher synthesis
rate.
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longer length programs also.

Approach Programs Avg Avg Syn.
Synthesized Generation Rate (%)

GA + fCF 92 3273 74
GA + fCF + NSBFS 94 2953 77
GA + fCF + NSDFS 94 3026 76
GA + fCF + MutationFP 93 2726 83
GA + fCF + NSBFS + MutationFP 94 2275 85

Table 2.2: Programs synthesized for different settings of NetSyn. GA stands for genetic algorithm.

Table 2.2 shows how many unique programs of length = 5 (out of a total of 100 programs)

that the different approaches were able to synthesize. It also shows the average generations and

synthesis rate for each program. NetSyn synthesized the most number of programs in the lowest

number of generations and at the highest rate of synthesis when both the NS and improved mutation

based on function probability (MutationFP ) are used in addition to the the NN-FF. We note that

BFS-based NS performs slightly better than DFS-based NS. Moreover, MutationFP has some

measurable impact on NetSyn. Figure 2.5(a) - (c) show the synthesis rate for different programs

and fitness functions. Program 1 to 50 are singleton programs and have lower synthesis rate in all

three fitness function choices. Particularly, the fFP -based approach has a low synthesis rate for

singleton programs. Functions 1 to 12 produce singleton integer and tend to cause lower synthesis

rate for any program that contains them. This implies that singleton programs are relatively harder

to synthesize.

To shed more light on this issue, Figure 2.6 shows synthesis rate across different functions. The

synthesis rate for a function is at least 40% for the fCF -based approach, whereas for the fFP -based

approach, four functions cannot be synthesized at all. Details of functions are in the appendix.
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Figure 2.7: Confusion matrix of (a) fCF (b) fLCS neural network fitness functions. (c) shows
accuracy of fFP over epochs. All graphs are based on the validation data. Overall, fCF and fLCS

are capable identifying of close-enough solutions as well as mostly mistaken solutions. fFP reaches
close to 90% accuracy after 40 epochs.
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2.9.3 Characterization of Neural Networks

Figure 2.7(a), (b), and (c) show the prediction ability of our proposed neural network fitness

functions on validation data. Figure 2.7(a) & (b) show the confusion matrix for fCF and fLCS

neural network fitness functions. The confusion matrix is a two dimensional matrix where (i, j)

entry indicates the probability of predicting the value i when the actual value is j. Thus, each row

of the matrix sums up to 1.0. We can see that when a candidate program is close to the solution

(i.e., the fitness score is 4 or above), each of fCF and fLCS-based model predicts a fitness score

of 4 or higher with a probability of 0.7 or higher. In other words, the models are very accurate in

identifying potentially close-enough solutions. Similar is the case when the candidate program is

mostly mistaken (i.e., a fitness score is 1 or less). Thus, the neural networks are good at identifying

both close-enough solutions and mostly wrong solutions. If a candidate program is some what

correct (i.e., the candidate program has few correct functions but the rest of the functions are

incorrect), it is difficult to identify them by the proposed models.

fFP model predicts probability of different functions given the IO examples. We assume a

function probability to be correct if the function is in the target program and the neural network

predicts its probability as 0.5 or higher. Figure 2.7(c) shows the accuracy of fFP model. With

enough epochs, it reaches close to 90% accuracy on the validation data set.

2.9.3.1 Additional Models and Fitness Functions

We tried several other models for neural networks and fitness functions. For example, instead of

a classification problem, we treated fitness scores as a regression problem. We found that the neural

networks produced higher prediction error as the networks had a tendency to predict values close to

the median of the values in the training set. With the higher prediction errors of the fitness function,

the genetic algorithm performance degraded.

We also experimented with training a network to predict a correctness ordering among a set of

genes. We note that the ultimate goal of the fitness score is to provide an order among genes for the

Roulette Wheel algorithm. Rather than getting this ordering indirectly via a fitness score for each
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gene, we attempted to have the neural network predict this ordering directly. However, we were not

able to train a network to predict this relative ordering whose accuracy was higher than the one for

absolute fitness scores. We believe that there are other potential implementations for this relative

ordering and that it may be possible for it to be made to work in the future.

Additionally, we tried a two-tier fitness function. The first tier was a neural network to predict

whether a gene has a fitness score of 0 or not. In the event the fitness score was predicted to be

non-zero, we used a second neural network to predict the actual non-zero value. This idea came

from the intuition that since many genes have a fitness score of 0 (at least for initial generations), we

can do a better job predicting those if we use a separate predictor for that purpose. Unfortunately,

mispredictions in the first tier caused enough good genes to be eliminated that NetSyn’s synthesis

rate was reduced.

Finally, we explored training a bigram model (i.e., predicting pairs of functions appearing one

after the other). This approach is complicated by the fact that over 99% of the 41 × 41 (i.e., number

of DSL functions squared) bigram matrix are zeros. We tried a two-tiered neural network and

principle component analysis to reduce the dimensionality of this matrix [75]. Our results using this

bigram model in NetSyn were similar to that of DeepCoder, with up to 90% reduction in synthesis

rate for singleton programs.

2.10 Conclustion

In this paper, we presented a genetic algorithm-based framework for program synthesis called

NetSyn. To the best of our knowledge, it is the first work that uses a neural network to automat-

ically generate an genetic algorithm’s fitness function in the context of machine programming.

We proposed three neural network-based fitness functions. NetSyn is also novel in that it uses

neighborhood search to expedite the convergence process of a genetic algorithm. We compared

our approach against several state-of-the art program synthesis systems - DeepCoder [12], PC-

Coder [153], RobustFill [34], and PushGP [100]. NetSyn synthesizes more programs than each of

those prior approaches with fewer candidate program generations. We believe that our proposed

work could open up a new direction of research by automating fitness function generations for
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genetic algorithms by mapping the problem as a big data learning problem. This has the potential to

improve any application of genetic algorithms.
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3. GENESYS: SYNTHESIZING PROGRAMS WITH CONTINUOUS OPTIMIZATION

3.1 Overview

Automatic software generation based on some specification is known as program synthesis.

Most existing approaches formulate program synthesis as a search problem with discrete parameters.

In this paper, we present a novel formulation of program synthesis as a continuous optimization

problem and use a state-of-the-art evolutionary approach, known as Covariance Matrix Adaptation

Evolution Strategy to solve it. We then propose a mapping scheme to convert the continuous

formulation into actual programs. We compare our system, called GeneSys, with several recent

program synthesis techniques (in both discrete and continuous domains) and show that GeneSys

synthesizes more programs within a fixed time budget than those existing schemes. For example,

for programs of length 10, GeneSys synthesizes 28% more programs than those existing schemes

within the same time budget.

3.2 Introduction

Program synthesis, a subset of the field of machine programming (MP) [45, 109], aims to

automatically generate a software program from some specification and has the potential to revo-

lutionize how we develop programs. Such systems typically produce a program as an output that

satisfies some input specifications, classically in the form of input-output examples. At a high level,

most existing techniques formulate program synthesis as a search problem in the discrete domain.

Typically, the search problem is solved either through formal methods [46, 5, 15, 26, 58, 81, 121] ,

machine learning approaches [12, 153, 34, 114, 85, 100, 22, 17, 16, 73, 100] or a combination of

both [40, 95]. Also, some prior art [120, 118] has framed the problem in the continuous domain.

Si et al. [120] formulates discrete semantics to a continuous one by annotating program rules

with different weights and solve it using Markov Chain Monte Carlo technique. Recently, Neural

Program Optimization (NPO) [79] formulate program synthesis in the continuous domain using

an autoencoder [70] generated latent representations. Although these continuous approaches have
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shown promising early results for a simple problem set (e.g., programs similar to simple digital

circuits such as comparator, multiplexer, etc. in case of NPO), they fail to deliver any significant

benefit for a complex problem set (see Section 3.7.4). Therefore, in this paper, we set out to

investigate how these promising results in the continuous domain can be extended to more complex

problems.

Suppose a program P , consisting of l tokens (instructions or functions), is denoted by P =

⟨P1, ..., Pl⟩, where Pi represents the i-th token for 1 ≤ i ≤ l. Pi can be any token from the set

of all possible tokens, ΣDSL. Given some input-output examples as a specification, most existing

works find a program P that satisfies the specification by searching through different programs

resulting from different combinations of various tokens. Since Pi is limited to a fixed number

of distinct tokens from ΣDSL, this formulation can be categorized as a discrete search problem.

Various approaches differ in the ways they prune the search space while still being able to find

P [12, 153, 23, 60]. Recently, NPO proposed converting P into a latent representation in the

continuous domain using the encoder of an autoencoder model [79]. In this paper, we propose a

novel formulation where P can be expressed as P = ⟨f1(·), f2(·), . . . , fM(·)⟩. Here, each fi(·), for

1 ≤ i ≤ M , is a function that takes a number of continuous parameters as inputs and maps them

into some tokens in P . With this formulation, an error function that compares the output produced

by P (for a specified input) with the specified output, essentially becomes a function of continuous

parameters. Therefore, the problem of program synthesis amounts to minimizing the error function

but as a continuous optimization problem.

We propose to solve this continuous optimization problem using Covariance Matrix Adaptation

Evolution Strategy (CMA-ES). Commonly used error functions for comparing program outputs,

such as edit or Manhattan distance [85, 14, 100], are non-smooth and ill-conditioned, i.e., a small

change in the input can produce a large error. Therefore, CMA-ES is perfectly suited to solve such

cases. It is a stochastic derivative-free algorithm for difficult (e.g., non-convex, ill-conditioned,

multi-modal, rugged, noisy, etc.) optimization problems and considered as one of the most advanced

optimization algorithms with many successful applications [53]. We refer to the proposed program
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synthesis framework as GeneSys.

GeneSys uses a multivariate normal distribution for generating potential solutions. During each

generation, GeneSys takes a number of samples from the distribution. Using the proposed novel

mapping scheme, GeneSys converts the samples of continuous parameters into actual programs.

These candidate programs are used to evaluate the error function. If a candidate program has no

error, the target program is found. Otherwise, GeneSys starts the next generation of evolution.

For this generation, a new mean for the distribution is calculated based on the error from the past

generation. The covariance matrix, which captures dependencies among the continuous parameters,

is adapted with the new mean. GeneSys evaluates the error function with new samples and the

process continues. Since CMA-ES is a local policy, GeneSys can converge to a local minima.

GeneSys restarts the algorithm with new samples to escape from the minima. During restarts,

GeneSys can restart CMA-ES while retaining some prior information related to the continuous

parameters. GeneSys stops when the target program is found or some maximum time limit has

exceeded. Note that NPO also uses CMA-ES to solve the optimization problem (similar to GeneSys).

However, NPO suffers from poor problem formulation as well as local minima due to the use of

autoencoder and absence of any restart policy.

In summary, we make the following contributions:

• We investigate how program synthesis can be formulated with continuous parameters that

can lead to a better synthesis algorithm. Towards that end, we propose a novel formulation of

program synthesis as a continuous optimization problem where a program is expressed as

a tuple of functions such that each function maps continuous parameters into one or more

discrete tokens.

• We introduce a number of novel mapping schemes to convert continuous parameters into

actual programs (and describe several other less performant mapping schemes). We propose

GeneSys, a CMA-ES-based program synthesis framework that uses that mapping scheme. We

investigate different restart policies in the context of GeneSys to escape from local minima.
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• We compare GeneSys with six prior program synthesis techniques - DeepCoder [12], PC-

Coder [153], RobustFill [34], NetSyn [85], PushGP [100], and NPO [79]. These techniques

cover a wide spectrum of program synthesis approaches from discrete search and learning-

based schemes to continuous optimization. Our results show that GeneSys synthesizes similar

or more programs within a fixed time budget than those existing schemes. Specially at higher

length (e.g., 10-length), GeneSys, on average, synthesizes 28.1% more programs than those

existing schemes.

3.3 Background

CMA-ES was initially proposed in [50, 54] with a more recent version described by [51]. It is a

variation of the evolutionary algorithm. An evolutionary algorithm repeatedly selects and mutates

genes in multiple generations to find a solution. These genes are selected based on an objective

(fitness) function to evaluate and create the next generation of genes. In CMA-ES, new genes (i.e.,

candidate solutions) are sampled from a multivariate normal distribution. A perturbation of zero

mean is added for variations. The pairwise dependencies between variables can be represented

by a covariance matrix. CMA-ES updates the covariance matrix through generations to learn a

second order model of the objective function. This method is particularly useful when the objective

function is ill-conditioned.

The main goal of CMA-ES is to minimize an objective function f . CMA-ES samples λ points in

each generation k from a multivariate normal distribution N (mk, σ
2
k.Ck) and adapts the parameters

Ck ∈d×d, mk ∈d and σk ∈+ by evaluating f . For a minimization task, λ points are ranked by

f such that f(x1, k) ≤ f(x2, k) ≤ ... ≤ f(xλ, k). The distribution mean is set to the weighted

average mk+1 =
∑µ

i=1 ωixi,k. The weights do not depend on the evaluated function value, rather

on the ranking of different λ points. Typically µ ≤ λ/2 and the weights are chosen such that

µw = 1/
∑µ

i=1w
2
i ≈ λ/ 4 [51].

Step size σk is updated using cumulative step-size adaption (CSA), also known as path length

control [51]. The evolution path, pσ, is updated first using Equation 3.1. Then, the step size σk+1 is

updated using Equation 3.2.
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pσ =(1− cσ)pσ +
√

1− (1− cσ)2
√
µwC

−1/2
k

· mk+1 −mk

σk

(3.1)

σk+1 =σk · e
cσ
dσ
( pσ
EN (0,I)

−1). (3.2)

Here, c−1
σ ≈ n/3 is the backward time horizon for the evolution path pσ and larger than one,

µw = (
∑µ

i=1w
2
i )

−1 is the variance effective selection mass and 1 ≤ µw ≤ µ holds true by the

definition of wi, C
−1/2
k is the unique symmetric square root of the inverse of Ck, dσ is the damping

parameter usually close to one and E is the expected values of N (0, I).

Finally the covariance matrix is updated, where again the respective evolution path is updated

first.

pc =(1− cc)pc + 1[0,α
√
n](pσ)

√
1− (1− cc)2

· √µw
mk+1 −mk

σk

(3.3)

Ck+1 =(1− c1 − cµ + cs)Ck + c1pcp
T
c

+ cµ

µ∑
i=1

wi
xi:λ −mk

σk

(
xi:λ −mk

σk

)T (3.4)

The parameters used here are as follows:

• C−1
c ≈ n/4 is the backward time horizon for the evolution path pc and larger than one.

• α ≈ 1.5.

• The indicator function 1[0,α
√
n](pσ) evaluates to pσ ∈ [0, α

√
n].

• cs = (1 − 1[0,α
√
n](pσ)

2)c1cc(2 − cc) makes partly up for the small variance loss in case the

indicator is zero.

• c1 ≈ 2/n2 is the learning rate for the rank-one update of the covariance matrix and cµ ≈ σw/n
2

is the learning rate for the rank-µ update of the covariance matrix. The covariance matrix update

33



tends to increase the likelihood for pc and for (xi:λ −mk)/σk to be sampled from N (0, Ck+1).

CMA-ES is attractive as a powerful black box optimization technique due to the fact that it adjusts

all of its parameters automatically based on the objective function and covariance matrix. Interested

readers should consult [51] for more details about CMA-ES.

3.4 Problem Statement

Let S = {(Ij, Oj)}sj=1 be a set of s input-output pairs, such that the output Oj is obtained by

executing the program P t on the input Ij . Inherently, the set S of input-output examples describes

the behavior of the program P t. One would like to synthesize a program P that recovers the same

functionality of P t. However, P t is unknown, and we are provided with the set S as the specification.

Based on this assumption, we define equivalency between two programs as follows:

Definition 1 (Program Equivalency). Programs P a and P b are equivalent under the set S =

{(Ij, Oj)}sj=1 of input-output examples if and only if P a(Ij) = P b(Ij) = Oj , for 1 ≤ j ≤ s. We

denote the equivalency by P a ≡S P b.

Definition 1 suggests that to obtain a program equivalent to P t, we need to synthesize a program

that satisfies S. Therefore, our goal is to find a program P that is equivalent to the target program

P t (which was used to generate S), i.e., P ≡S P t. This task is known as Inductive Program

Synthesis. Any solution to this problem requires the definition of two components. First, we need a

programming language that defines the domain of valid programs. Second, we need a method to

find P from the valid program domain.

3.5 Problem Statement

3.6 Program Synthesis Framework

Here, we describe our choice of programming language, proposed formulation of program

synthesis as a continuous optimization problem followed by various mapping and restart schemes

and finally, the proposed framework, GeneSys.
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[int] Input:
MAP (+1) [5, 0, -3, 1, 4]
SORT

FILTER (EVEN) Output:
REVERSE [6, 2, -2]

Table 3.1: An example program of length 4 with an input and corresponding output.

3.6.1 Domain Specific Language

As GeneSys’s programming language, we chose a domain specific language (DSL) used in

earlier work, such as NetSyn [85] and DeepCoder [12]. This choice allows us to constrain the

program space by restricting the operations used by our solution. The only data types in the language

are (i) integers and (ii) lists of integers. The DSL contains 41 functions, each taking one or two

arguments and returning one output. We will refer to DSL functions as Tokens to avoid ambiguity

with later terminology. We use ΣDSL = {Di}|ΣDSL|
i=1 to indicate the set of all tokens in the DSL, with

|ΣDSL| = 41. Many of the DSL tokens include operations for list manipulation. Likewise, some

operations also require lambda functions. There is no explicit control flow (conditionals or looping)

in the DSL. However, several of the operations are high-level functions and are implemented using

such control flow structures. A full description of the DSL can be found in NetSyn [85]. With

these data types and operations, we define a program P as an ordered sequence of DSL tokens

i.e., P = ⟨Pi⟩li=1 where l is the length and Pi is the i-th token of the program. Table 3.1 presents

an example of a program of 4 tokens with an input and respective output. This program can be

expressed as P = ⟨Map(+1), Sort, F ilter(Even), Reverse⟩.

3.6.2 Program Synthesis as a Continuous Optimization Problem - A Novel Formulation

We propose to model a program as an l-tuple, where each element of the tuple is a function

of continuous parameters. Intuitively, each function takes one or more continuous parameters

and maps them to 0 or more DSL tokens in the program. A program P can be expressed as

P =
〈
f1(x

1
1, ..., x

1
M), ..., fN(x

N
1 , ..., x

N
M)

〉
where, fi(xi

1, ..., x
i
M) : RM → ΣCi

DSL for 1 ≤ i ≤ N ,

0 ≤ Ci ≤ l, and N,M > 0. Namely, each function fi maps M continuous random variables into
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Ci DSL tokens in the program. When Ci = 0, it indicates the special case when fi does not map its

parameters to any DSL token. In other words, fi becomes a NULL function. Figure 3.1(a) shows

the mapping from the continuous variables to DSL tokens. Since the length of the program P is l,

we can infer ΣiCi = l.

RM DCi

fi maps M variables to Ci tokens

Area for specific (xj)j=1 to M

Point for specific Ci tokens

RM*N

Minimum error

Rs

(a) Function Mapping (b) Error Function Mapping

Figure 3.1: Pictorial representation of how (a) each function maps the continuous parameters to
DSL tokens in the program and (b) the error function maps the continuous parameters.

We define an error over the given specification, S = {(Ij, Oj)} as E(P, S) = ⟨E(P (Ij), Oj)⟩sj=1.

Here, E(P (Ij), Oj) could be any commonly used distance function in program synthesis such as

edit distance, Manhattan distance, etc. [65]. With the formulation of P as an l-tuple, E becomes a

function mapping RM×N to Rs. Therefore, program synthesis becomes a continuous optimization

problem where the goal is to find values of M ×N continuous random variables that minimize E

(i.e., the minimum point in the s-dimensional space). Figure 3.1(b) depicts this formulation.

Figure 3.2: Representation of the bin mapping scheme.
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3.6.3 Mapping Scheme: Bin Mapping

Based on the problem formulation in the prior Section, we propose a mapping scheme to

construct an l-length program P . We choose l functions to represent the program. Each function

takes one continuous parameter. Thus, P =
〈
f1(x

1
1), f2(x

2
1), . . . , fl(x

l
1)
〉

where fi(xi
1) : R→ ΣDSL.

Each function fi must be able to map the continuous parameter to one of the DSL tokens. This is

shown in Figure 3.2. We conceptually divide the range of each variable into |ΣDSL| bins. That is

why, we refer to this scheme as Bin Mapping. The size of each bin can be equal (except the bin at

each end) or proportional to the probability of the corresponding token being present in the program

P . Prior work [85, 12] showed how to infer such probability. When GeneSys samples from the

continuous variables to create a candidate program, it takes each real sampled value and determines

into which of the bins the value falls. The token used in that position in the candidate program is

the one corresponding to the bin number into which the sampled value fell. This sampling process

occurs for each of the l continuous parameters. Thus, the definition of fi and the corresponding

selection of program token is as follows:

fi(x
i
1) = Dj if xi

1 ∈ BinDj
for 1 ≤ j ≤ |ΣDSL|

Pi = Dj,

where BinDj
represents the range of values corresponding to token Dj , and Pi represents the

i-th token of program P . This mapping scheme is robust and flexible and it requires the least

number of variables to represent a program. This makes the optimization problem easier and helps

GeneSys to find more programs within a fixed time budget.

3.6.4 Alternative Mapping Schemes

To experienced CMA-ES users, bin mapping is perhaps the most intuitive mapping but initially

it was unclear whether other obviously possible mapping schemes like Multi-Group Mapping might
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be superior. Thus, we did explore a number of other possible mappings before determining that bin

mapping was the most effective. Each of these other mapping schemes use one or more continuous

random variables to map to 0 or more DSL tokens of a program. Table 3.2 summarizes different

mapping schemes and their characteristics.

3.6.4.1 Single Group Mapping

In this mapping, |ΣDSL| functions map to l-length program, P . Each function represents a

DSL token and takes one continuous parameter. Each function will map its parameter to at most

one DSL token. Thus, P =
〈
f1(x

1
1), f2(x

2
1), . . . , f|ΣDSL|(x

|ΣDSL|
1 )

〉
where fi(x

i
1) : R → Σ

0|1
DSL.

GeneSys samples each continuous parameter and then constructs the program by choosing the

tokens corresponding to the l largest sampled values. The token for the largest sampled value occurs

first in the program. The token corresponding to the next largest value occurs second, and so on.

This is shown in Table 3.2. A significant limitation of this approach is that each DSL token could

occur at most once in a program and thus is not applicable if the length of the program, l is larger

than |ΣDSL|. The formal definition of fi and the corresponding selection of program token is as

follows:

fi(x
i
1) =

Di if xi
1 = Topj({xi

1}
|ΣDSL|
i=1 ) for 1 ≤ j ≤ l

None otherwise

Pj = Di when fi(x
i
1) = Di,

3.6.4.2 Multi-Group Mapping

In this mapping, GeneSys uses l functions, each taking |ΣDSL| continuous parameters to express

the program P . Each position in the program is thus represented by one function. Each parameter

of that function corresponds to a DSL token. GeneSys samples the continuous parameters of the

first function and selects the largest sampled parameter. The corresponding DSL token becomes

the first token in P . Then, GeneSys samples the parameters of the second function and the token
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Mapping
Scheme

Domain Range Characteristics

Single
Group

R Σ
0|1
DSL fi maps 1 variable

to 0 or 1 token for
1 ≤ i ≤ |ΣDSL|.

Multi-
Group

R|ΣDSL| ΣDSL fi maps |ΣDSL| vari-
ables to 1 token for
1 ≤ i ≤ l× |ΣDSL|.

Dynamic
Multi-
Group

R|ΣDSL| Σ
l/k
DSL fi maps |ΣDSL| vari-

ables to l/k tokens
for 1 ≤ i ≤ k.

Table 3.2: Characterization summary of different alternative mapping schemes.

corresponding to the largest sampled parameter becomes the second token in P . This process

repeats for each of the l functions. This mapping scheme does allow the same DSL token to be used

multiple times in a program but since it requires a large number of variables to represent a program,

it may cause CMA-ES to take a long time to find a solution or may not find a solution. The formal

definition of fi and the corresponding selection of program token is as follows:

fi(x
i
1, . . . , x

i
|ΣDSL|) = Dj if xi

j = Top1

(
{xi

j}
|ΣDSL|
j=1

)
Pi = Dj.

3.6.4.3 Dynamic Multi-Group Mapping

Dynamic multi-group mapping is a hybrid of the single and multi-group mappings in which

there are k functions, each taking |ΣDSL| continuous parameters and choosing l/k DSL tokens for P .

GeneSys randomly chooses k for each program and treats k as a variable that CMA-ES can evolve,

thus allowing GeneSys to evolve to find the optimal k. If k is less than the program length then

the continuous parameters corresponding to groups larger than k will be unused. However, since k

itself may increase, those continuous parameters must still be there and hence this scheme requires

one more variable (i.e., k) than the Multi-Group Mapping.The formal definition is as follows:
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fi(x
i
1, . . . , x

i
|ΣDSL|) =

{
Dj| xi

j = Top l
k

(
{xi

j}
|ΣDSL|
j=1

)}
P(i−1) l

k
+t = Dj if xi

j = Topt

(
{xi

j}
|ΣDSL|
j=1

)
for 1 ≤ t ≤ l

k
.
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Figure 3.3: Overview of GeneSys.

3.6.4.4 Dynamic Bin Mapping

It is sometimes possible to find a program of a lower length (than the length of the target

program) that also satisfies the given specification. This mapping scheme is the same as bin

mapping but tries to take advantage of this property by including a function to choose the length, in

other words the number of other bin mapping functions to turn into program statements. The length

function conceptually divides the range of x0
l+1 into l equal sized bins. When GeneSys samples this

parameter, it determines which bin the parameter’s value fall into. The length corresponding to that

bin is chosen as the program length. In practice, however, we found it to be more flexible to test all

subsets of a generated program of maximum length for correctness rather than evolving the length

variable as this length variable is not always accurate. The formal definition is as follows:

40



fi(x
i
1) = Dj if xi

1 ∈ BinDj
and xl+1

1 ∈ Bink

for 1 ≤ j ≤ |ΣDSL| and 1 ≤ k ≤ l and i ≤ k

Pi = Dj,

3.6.5 Restart Policy

GeneSys can stop its evolutionary process when the potential solutions are converging due

to some local minima. This is checked by determining if a change in one or multiple axes does

not affect the distribution mean, or if the condition number of the covariance matrix is too high

(i.e., ill-conditioned), or the evolutionary path’s step size is too small to reach the solution [51].

To escape from such situation, we investigate several restart policies where GeneSys restarts with

fresh initial parameters. We explore all policies resulting from the combinations of 3 core restart

policies: population-based (PB), mean-based (MB), and covariance matrix-based (CB). For the

PB restart, GeneSys doubles the size of the population from its previous size. For the MB restart

policy, GeneSys resets the mean vector to randomly initialized values (using the uniform random

distribution) after a restart instead of keeping its current value. For the CB restart policy, GeneSys

re-initializes the covariance matrix to the identity matrix after a restart instead of keeping its current

values. Additional restart policies can be constructed by any combination of these core restart

policies. Some of these combinations have been proposed in earlier work such as IPOP [10] and

BIPOP [52] where they re-initialize mean vector, covariance matrix, and increase population size

simultaneously.

3.6.6 Integration with Learning Approaches

Usually, CMA-ES initializes the genes by sampling continuous variables from a multivariate

normal distribution and the bin mapping scheme uses a uniform size for bins to map the continuous

variables. We investigated whether GeneSys would improve with the integration of a learning-

based approach to bootstrap CMA-ES by means of better gene initialization or improve the core
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performance of CMA-ES by unequal bin widths based on some learned-attributes such as token

probability. To do so, we used a neural network model similar to that of NetSyn [85]. The

model is a LSTM -based network where latent hidden state is generated as, hi = LSTM(hi−1, S)

where S is the input-output example from the specification. Multiple input-output examples create

different hidden states. These hidden states are aggregated together to get the token probability

by passing through a Softmax layer. Details of the model and its training results are presented

in Section 3.7.2.2. GeneSys can use the token probabilities from this model when initializing the

genes at the beginning of CMA-ES. Likewise, GeneSys can use bin widths that are proportional to

the token probabilities from this model for the bin mapping scheme.

3.6.7 Putting It All Together

GeneSys follows the high level workflow shown in Figure 3.3. GeneSys starts by initializing a

multivariate normal distribution and the population size. The continuous variables of the distribution

are determined based on the bin mapping scheme in Section 3.6.3. In each generation, GeneSys

samples λ points from the multivariate distribution and maps each sample to a program. Each of

these candidate programs could potentially be the solution. Therefore, GeneSys applies the error

function E. The error function essentially applies inputs from the given specification to a candidate

program and checks if the produced output matches with the given output specification. If the

outputs match, the candidate program is returned as the solution. Otherwise, GeneSys checks if

convergence has reached. If not, GeneSys updates the mean, covariance matrix and distribution

path based on the error function and starts a new generation. If, on the other hand, convergence is

reached, GeneSys applies a restart policy and repeats the whole process with new parameters. The

synthesis process continues until a maximum time limit has passed or a solution is found.

3.7 Results

3.7.1 Methodology

We implemented GeneSys in Python, starting from a base CMA-ES implementation from

https://github.com/srom/cma-es. We developed an interpreter for our DSL in Sec-
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tion 3.6.1 to evaluate a DSL program. We randomly generated a total of 600 programs from length

5 to 10, with 100 programs from each length. We checked those programs extensively to ensure

that no program contains any token (or sequence of tokens) which does not affect the input data at

all. For example, the token sequence Map(+1),Map(−1) does not affect the input data at all. We

performed this checking to ensure a shorter length program is unlikely to satisfy the specification of

a particular length program. We used these 600 programs as test programs that GeneSys tries to

synthesize. For each program, we used s = 5 input-output examples as its specification. To evaluate

synthesis ability, we used a synthesis time limit of 3 hours (10,800 seconds) for each program. If

any program can not be found within that time limit, we conclude that the program was “not found”.

To run all the experiments we used SLURM batch processing system. All the experiments are

run in a cluster with Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz processor and 62GB of memory.

For implementing various learning-based schemes, we use Nvidia Tesla K80 GPU with 128 GB

RAM to train the neural networks. For training any learning-based schemes, we used 420,000

randomly generated unique programs of length 5 to train the model. We checked the programs to

remove duplicates. For each of the program we used 5 IO examples as the specification. For biasing

bin width with token probability (Section 3.7.2.2), GeneSys uses a neural network similar to the

one used in NetSyn [85] to predict the probability of various DSL functions in a target program.

3.7.2 Characterization of GeneSys

We first explore the characterization of restart policies, impact of applying learning on top of

GeneSys followed by other setups from different combinations of policies. Our main objective is to

assess various settings of GeneSys.

3.7.2.1 Restart Policies

The synthesis percentage and time for different combinations of the three core restart policies

are presented in Figure 3.4. Program synthesis percentages are shown (green) at the left y-axis and

their synthesis times in the right y-axis as box plots for each of the setups. Each boxplot represents

minimum, 25% and 75% quartiles, median and maximum synthesis times. Circles indicate outliers.
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Among all policies, synthesis percentage can be as low as 49% for PB and as high as 88% for

PB+CB case. Without any restart, GeneSys can synthesize 58% of programs. Among the individual

policies, MB and CB both synthesize 1.5× more programs than that of PB. On the other hand,

when we combine PB+CB, GeneSys synthesizes 88% programs followed by PB+MB+CB with a

synthesis percentage of 86%. Note that PB+MB+CB is essentially the BIPOP policy [52]. The

results suggest that it is better to re-initialize the covariance matrix during restarts. This is because

the covariance matrix may become ill-conditioned and lead to the same local minima. Doubling

the population is generally beneficial because more potential solutions can be checked. Two best

performing policies (i.e., PB+CB and PB+MB+CB) differ by whether to re-initialize the mean

vector or not. PB+CB being the best policy indicates that keeping the mean vector as it is during a

restart provides some advantage by accumulating information about the continuous parameters.

3.7.2.2 Impact of Learning

Figure 4.2 shows the neural network model that we used in GeneSys. This model is inspired

from prior work [85]. The model has two components mainly. Figure 4.2(a) shows how to feed

single IO example to the network. Input and output is a list of integer values. They go through

embedding layer and each element in the list is represented by 20 length long latent representation.

After that, embedded input and output is fed through LSTM layer. We use 5 IO examples in

the specification. Each of the IO create their own hidden vector from their LSTM block. Those

vectors got through a different LSTM block and some fully connected layer before giving the token

probability distribution for the given specification. Figure 3.9 shows the training accuracy of the

model across epochs. The model is trained until it converges. We use same number of training data

as other baselines.

Next we explore the effects of biasing gene initialization and bin widths (using the neural

network model) on GeneSys (see Section 3.6.6). Figure 3.5 shows results for different combinations

of gene initialization and bin width selection. Note from this figure that using biased bin widths is

always superior in terms of synthesis percentage compared to uniform bin widths. Also note that

there is little difference between initial gene creation using a normal distribution versus a learned
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Figure 3.4: Effect of restart policies on
GeneSys.

Figure 3.5: Impact of learning on GeneSys.

Figure 3.6: Different setups for GeneSys.
Figure 3.7: Effect of mapping schemes on
GeneSys.
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Figure 3.8: Neural network design for (a) single and (b) multiple IO examples. In each figure, layers
of LSTM encoders are used to combine multiple inputs into hidden vectors for the next layer. Token
probability distribution is produced by the fully connected layer.
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Figure 3.9: Training accuracy of the neural network used in GeneSys.

distribution. Thus, we conclude that learned attributes like token probabilities are better utilized in

bin width selection as opposed to the gene initialization. This is intuitive since the effect of gene

initialization diminishes after a few initial iterations of GeneSys. Thus, the default GeneSys setup

uses Normal Ini + Biased as it had a 88% synthesis rate compared to Learned Ini + Biased which

was slightly lower at 85%.

3.7.2.3 Characterization of Mapping Schemes

Although bin mapping is the default scheme for GeneSys, we investigated how other mapping

schemes worked. Figure 3.7 shows the percentage of all programs synthesized and synthesis time

for different mapping schemes. For programs of length 10, bin mapping can synthesize up to 88%

programs whereas synthesis percentage is 78%, 19%, 42% and 35% for dynamic bin, single group,

multi-group and dynamic multi-group mapping respectively. In terms of synthesis time, the bin

mapping scheme is at least 1.5× faster than other mapping schemes. Thus, bin mapping scheme

works the best both in terms of synthesis percentage and time. This is because bin mapping has

the lowest number of continuous parameters (i.e., O(l)). Other mapping schemes require more

continuous parameters making the optimization domain much larger to find the solution within the

given time limit.
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Setup Name Mapping DSL Type Restart Bin Type Check

Multi-Group Multi-group Regular Yes Biased Full
Grouped DSL Bin Grouped Yes Biased Full
No Restart Bin Regular No Biased Full
Uniform Bin Bin Regular Yes Uniform Full
Sub Check Bin Regular Yes Biased Sub
Best Setup Bin Regular Yes Biased Full

Table 3.3: Different configurations for GeneSys framework. For restart, we used PB+CB policy.

3.7.3 Other Setups

We experimented with additional configurations of GeneSys. Table 3.3 presents each configu-

ration with a name. The configurations are based on 5 criteria. Mapping and Restart indicate the

mapping schemes and restart policies. DSL Type indicates whether we used our regular or grouped

DSL. In grouped DSL, similar tokens are grouped into a single super token in an effort to reduce

the optimization domain. Bin Type indicates whether the bin size is uniform or biased based on

token probability. Check indicates whether GeneSys checks for specification after a full-length

program or after each token in the program (i.e., sub-program). Checking after each token allows

GeneSys to find an equivalent lower-length program at the expense of more checking operations.

Figure 3.6 compares synthesis percentages and times for the different configurations. The best setup

synthesizes 88% programs combining bin mapping with regular DSL, a restart policy (PB+CB),

biased bins, and full program check. Token by token checking and grouped DSL did not provide as

much benefit (either in terms of time or synthesis percentage) as expected due to additional checking

overhead or additional selection requirements for each super token (i.e., selecting the exact token

within a super token). No restart policy performs worse due to premature convergence. Multi-group

setup synthesizes the least programs because a higher number of continuous parameters lead to

higher synthesis time. Therefore, many programs are not found within the given time limit. Finally,

compared to the uniform bin, biased bins increase synthesis percentage by 18.9% in the best setup.
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(a) Program length = 5 (b) Program length = 7 (c) Program length = 10

(d) Program length = 5 (e) Program length = 7 (f) Program length = 10

Shgo NPO DeepCoder PCCoder RobustFill PushGP NetSyn Genesys

Figure 3.10: GeneSys’s synthesis ability for different program lengths with respect to Shgo, NPO,
DeepCoder, PCCoder, RobustFill, PushGP, and NetSyn.
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3.7.4 Comparison of Synthesis Ability

3.7.4.1 Overview and Methodology of Previous Schemes

Shgo: Shgo [37] is simplicial homology global optimization technique. We used Shgo as a

blackbox continuous optimization technique to justify our choice of CMA-ES in GeneSys. We

used Shgo implementation from https://docs.scipy.org/doc/scipy/reference/

generated/scipy.optimize.shgo.html.

NPO: In NPO [79], an autoencoder based neural network model is used to encode and decode

programs to and from latent continuous representations. In one end the encoder takes program and

and creates a vector representation of the program. CMA-ES works with such vectors to find the

optimal vector. That vector is passed through a decoder to produce the target program. We used

stack based LSTM for the encoder and decoder. The encoder takes the program and tries to produce

the same programs on the decoder part. We used 420K programs to train the autoencoder. The

model took ∼12 hours to train.

DeepCoder: In Deepcoder [12], a feed forward neural network model is used to predict function

probability for a given specification. The model passes IO examples through an embedding layer

and produces a 20 length long vector. Then it passes through multiple layer of feed forward block.

All the IO examples are passed through their individual block and aggregated together with a

pooling layer. A softmax function is used to predict the probability distribution of the functions.

We used all the 420K random programs to train the model (Section 3.7.1). It took ∼2 days for the

model to converge.

PCCoder: PCCoder [153] is an encoder-decoder based neural network model. It takes the

specification and creates state embedding. Those state embedding is passed through the dense block

of neural networks (NN). For multiple IO examples, it passes through different NN blocks and max

pooling is used to aggregate the result. Then it uses softmax to get the probability distribution. Like

DeepCoder, we used all 420K programs and trained for ∼2 days.

RobustFill: RobustFill [34] is a seq-to-seq neural network model that uses a encoder-decoder
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architecture where the encoder takes the specification and the decoder produce the program. It gener-

ates the probability distribution of different functions and a beam search is used to search for the pro-

gram. The hidden representation ht is an LSTM hidden unit given by Et = Attention(ht−1, e(X)),

ht = LSTM(ht−1, Et). Here e(X) is the sequence of hidden states after processing the specifi-

cation with an LSTM encoder. For multiple IO examples, all of them are passed with different

network and max pooling is used to aggregate the output. Then they are passed through a softmax

layer to get the probability distribution. We used all 420K programs and trained the model for ∼2

days to converge.

PushGP: PushGP is a genetic programming based approach [100]. It works in a stack based

evaluator. Each of the data type has it’s own stack. And recent result is always on top of the stack.

Push instruction acts by pushing and popping various elements on and off the stacks. The program

interpreter maintain it’s own exec stack that maintain the control flow of the program. Our PushGP

implementation follows the technique mentioned in [100].

NetSyn: NetSyn [85] uses genetic algorithm with a LSTM based recurrent neural network as

fitness function. Fitness function give some score based on the genes from gene pool about how

good or bad those genes are. Based on the score, genetic mutation happens and new genes are

created for next generation. The LSTM model takes IO examples and program traces as input and

produce fitness score as output. It took ∼3 days to train the model. This LSTM model is used in

one of the schemes (i.e., bin mapping with biasing (Section 3.6.3)) of GeneSys.

In summary, we used the same training set to train each of the prior schemes. We trained the

models until they converged. Thus, we gave the best effort for a faithful reproduction of prior

schemes.

3.7.4.2 Synthesis Ability of Different Schemes

We compared GeneSys(the best setup) with other program synthesis techniques mentioned in

Table 3.4 . Figure 3.10 shows comparative results of these methods for different program lengths.

Synthesis time is measured in seconds as a function of the percentage of programs synthesized

within the corresponding time. Lines terminate when an approach fails to synthesize additional
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programs. Among the approaches, some are learning-based while others are not. Keep in mind

that GeneSys uses a learning model to determine the bin width. For all approaches, except Shgo

and NPO, 90% of programs can be synthesized within same amount of time for program length 5.

However, as program length increases, GeneSys synthesizes more programs in less time compared to

other approaches. For example, GeneSys synthesizes 50% of length-10 programs in less than half of

the time for other approaches. Compared to the recent techniques (DeepCoder, PCCoder, RobustFill,

PushGP, and NetSyn), GeneSys synthesizes at least 1.1% and up to 31.3% more programs across

all lengths. For higher length (e.g., 10-length), GeneSys, on average, synthesizes 28.1% more

programs than those existing schemes. As expected, Shgo performs the worst since it is not used

in the literature for program synthesis but is included here to show CMA-ES performs better than

other black-box optimization techniques. NPO is the closest work to GeneSys. However, NPO

has a consistently lower synthesis rate than GeneSys for all lengths. This is due to the fact that

NPO uses autoencoder generated latent variables to represent a program in the continuous domain.

Even a small change in one of the latent variables can map the representation to a wildly different

program leading to a large error. This characteristic makes the continuous optimization a much

harder problem. On the other hand, our mapping scheme is resilient to small changes in continuous

variables making the overall optimization problem easier than that of NPO. That is why, even

uniform bin mapping (a scheme that does not rely on any learning model at all) can synthesize 73%

of all programs, thereby outperforming NPO, which synthesizes 58% of all programs. Figure 3.10

(d) to (f) shows programs explored before finding the target program. Although GeneSys searches

through more programs than NetSyn, PCCoder, PushGP, and RobustFill, it searches those programs

quickly. That is why, GeneSys synthesizes more programs within fixed time.

3.7.4.3 Stability Comparison

The use of autoencoder in NPO makes the problem formulation unstable. If an optimization

problem is unstable, it becomes less tolerant to random noises leading to a sharp decline in solutions.

In order to compare stability of GeneSys with NPO, we introduce random noises in the continuous

variables. For example, we insert some random noises to each of the CMA-ES variable. Similarly,
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Scheme Main Idea

Shgo Simplicial global optimization
NPO Autoencoder embedding + CMA-ES
DeepCoder Function probability (DNN) + DFS

search
PCCoder Encoder decoder (DNN) + Beam

search
RobustFill Encoder decoder (LSTM) + Beam

search
PushGP Genetic algorithm (GA)
NetSyn Fitness function (LSTM) + GA
GeneSys Function formulation + CMA-ES +

Token probability (LSTM)

Table 3.4: Different schemes compared.

Noise Baseline
Length

5 7 10

Without
GeneSys 89% 87% 87%

NPO 57% 60% 59%

With
GeneSys 79% 79% 78%

NPO 51% 45% 42%

Table 3.5: Stability comparison between GeneSys and NPO in terms of synthesis percentage.

we introduce random noises in the latent representations of NPO. Table 3.5 shows synthesis

percentage between GeneSys and NPO with added noise. It shows that synthesis rate for GeneSys

drops 10% whereas, it drops 20% for NPO on average across different length programs. This

is expected as the decoder takes the latent representation from CMA-ES with noise added and

produces significantly different programs. This makes it unstable. On the other hand, adding a little

noise does not make GeneSys wildly jump to the other bins. Rather it is kept in the same bin and

GeneSys becomes noise tolerant.
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3.8 Related Works

Machine programming as known as program synthesis has been widely studied with various

applications. Formal program synthesis uses formal and rule based methods to generate programs[88,

135]. Formal program synthesis usually guarantees some program properties by evaluating a

generated program’s semantics against a corresponding specification [46, 5]. In [40], authors

use a SMT based solver to find different constraints in the program and learn useful lemma that

helps to prune away large parts of the search space to synthesize programs faster. However, these

techniques can often be limited by exponentially increasing computational overhead that grows

with the program’s instruction size [58, 15].

Another way to formal methods for MP is to use machine learning (ML). Machine learning

differs from traditional formal program synthesis in that it generally does not provide correctness

guarantees. Instead, ML-driven MP approaches are usually only probabilistically correct, i.e., their

results are derived from sample data relying on statistical significance [91]. Such ML approaches

tend to explore software program generation using an objective function. Objective functions are

used to guide an ML system’s exploration of a problem space to find a solution. Other deep learning

based program synthesizer [17, 98, 25] also tried different approaches such as reinforcement

learning to solve the problem. Most of these works focus on synthesizing programs in domain

specific languages, such as FlashFill [34, 66] for string transformation problem, simulated robot

navigation, such as Karel [119, 20] or LIST manipulation [12, 85] work.

Among the ML-based MP, in Deepcoder[12], the authors train a neural network with input-output

examples to predict the probabilities of the functions that are most likely to be used in a program.

Raychev et al. [110] take a different approach and use an n-gram model to predict the functions that

are most likely to complete a partially constructed program. Robustfill [34] encodes input-output

examples using a series of recurrent neural networks (RNN), and generates the the program using

another RNN one token at a time. Bunel et al. [17] explore a unique approach that combines

reinforcement learning (RL) with a supervised model to find semantically correct programs. These

are only a few of the works in the MP space using neural networks [85, 144, 114, 19, 21].
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Significant research has been done in the field of genetic programming [100, 16, 73, 97, 131,

57, 43, 56] too, where the goal is to find a solution in the form of a complete or partial program

for a given specification. Prior work in this field has tended to focus on either the representation of

programs or operators during the evolution process. Real et al. [112] recently demonstrated that

genetic algorithms can generate accurate image classifiers. Their approach produced a state-of-the-

art classifier for CIFAR-10 [71] and ImageNet [32] datasets. Moreover, genetic algorithms have

been exploited to successfully automate the neural architecture optimization process [115, 126, 80,

72, 113].

However, all these works formulate program synthesis as a search problem of discrete parameters.

On the other hand, GeneSys tries to formulate program synthesis as a continuous optimization

problem and uses a well established derivative free method, CMA-ES, to solve it. There exists many

other evolutionary strategy-based continuous optimization techniques [18]. Each of these techniques

has it’s own limitations. For instance, differential evolution suffers drastically when the objective

function is not linearly separable [29]. Hence, CMA-ES is best suited for our problem formulation

in program synthesis domain. Previously, CMA-ES was used in machine learning [90], aerospace

engineering [83], mechanical engineering [122], health [137] and various other engineering fields

[53]. Some recent works explored different aspects of program synthesis [67, 123, 99] with CMA-

ES. However, they are not in the field of synthesizing complex programs.

3.9 Other Discussion

3.9.1 DSL grouping

Apart from the regular DSL we tried one different DSL grouping approach. In our DSL we have

two type of functions, regular function and higher order function. For example, Map is a higher

order function that can have multiple regular functions like Map(+1), Map(*2) etc. In DSL group

mechanism we group such higher order function together and while constructing program we tried

all possible combination of functions from the same group. Although this approach might increase

the synthesis time, the intuition was synthesis rate might also be increased.
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Figure 3.11 shows result for two different DSL setup that we tried. For multi group mapping,

synthesis rate is higher for group DSL compared to regular DSL as 69% vs 42%. But when binning

mapping is used we get as high as 88% synthesis rate with regular DSL compare to 56% for Group

DSL. Synthesis time also follows the same pattern.

Figure 3.11: Choice of DSL with Multi group and Bin mapping

3.9.2 Restart Number

On average GeneSys restarts 5-15 times for different restart policies except PB based. In PB

policy, only the population get doubled up but the mean vector and covariance-matrix remain

same. After reaching some local minima, despite the population increase it always stuck in the

same minima for every restart as mean or covariance doesn’t change. Thus, in PB policy once

GeneSys reaches some local minima it restarts in every generation and needs to stop as the increased

population make the system out of memory.
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Figure 3.12: Covariance matrix Figure 3.13: Eigenvectors

Figure 3.14: Eigenvalues Figure 3.15: Mean
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3.9.3 Characterizing CMA-ES Internals

CMA-ES starts by initializing five major components which are called state variables. Three of

them are related to covariance matrix, one is for mean vector and the last one is step size, called

sigma. A sample size is pre-determined to set the number of sampled out genes from the state

variables. Now, at the start of each generation, CMA-ES samples out genes. To do that, it first

multiplies the eigenvectors and eigenvalues with the sampled out values from normal distribution.

Mean vector is added after multiplying with sigma. After getting the fitness score for each of the

genes, these state variables updated based on the weighted fitness score for the next generation.

Figure 3.12, 3.13, 3.14 and 3.15 shows CMA-ES characteristics for these five major components.

We choose one program to synthesize and run with GeneSys with different random seeds. Then we

took 2 runs from found and not found case to see how CMA-ES behaves internally. As covariance

matrix (C), eigenvectors (B) and eigenvalues (D) are all squared matrix, for 2d visualization we

convert them into scalar value using principal component analysis (PCA) [75]. We do the same for

the mean vector. Mean vector dimension is same as the number of variables in CMA-ES. Step size

is a scalar value. We run GeneSys without any restart policy and took last N generations values

for visualization purpose. For the not found cases, different CMA-ES component values become

stagnant and hence, GeneSys is not able to find the solution. We notice that the mean vector is the

most affected one by the stagnant values in the not found cases. The variance of the mean vector and

step size is high for the found cases over generations. However, for the not found cases, it reduces

significantly. For both cases, covariance matrix converges guided by the fitness score. Due to the ill

fitness scores, it may stuck in a local minima where the solution is not present. This observation

motivated us to use the restart mechanism and find the best restart policy for GeneSys.

3.10 Conclusion

In this paper, we presented a novel formulation of program synthesis as a continuous optimization

problem. Essentially, it expresses a program with a tuple of functions, each taking a number of

continuous parameters and mapping them to zero or more DSL tokens. We showed that a state-
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of-the-art evolutionary approach, CMA-ES, can be used to solve the optimization problem very

efficiently. Our proposed framework, GeneSys, consists of a mapping scheme to convert the

continuous formulation into actual programs and restart policies for the evolutionary strategy to

escape local minima. We compared the proposed framework with several recent program synthesis

techniques and showed that GeneSys synthesizes, on average, 28.1% more programs within a fixed

time budget at higher lengths. We envision GeneSys to be a stepping stone towards a completely

new domain of research in program synthesis.
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4. SPECSYN: AUTOMATIC SYNTHESIS OF SOFTWARE SPECIFICATIONS BASED ON

LARGE LANGUAGE MODELS

4.1 Overview

Software configurations play a crucial role in determining the behavior of software systems. In

order to ensure safe and error-free operation, it is necessary to identify the correct configuration,

along with their valid bounds and rules, which are commonly referred to as software specifications.

As software systems grow in complexity and scale, the number of configurations and associated

specifications required to ensure the correct operation can become large and prohibitively difficult

to manipulate manually. Due to the fast pace of software development, it is often the case that

correct software specifications are not thoroughly checked or validated within the software itself.

Rather, they are frequently discussed and documented in a variety of external sources, including

software manuals, code comments, and online discussion forums. Therefore, it is hard for the

system administrator to know the correct specifications of configurations due to the lack of clarity,

organization, and a centralized unified source to look at. To address this challenge, we propose

SpecSyn a framework that leverages a state-of-the-art large language model to automatically

synthesize software specifications from natural language sources. Our approach formulates software

specification synthesis as a sequence-to-sequence learning problem and investigates the extraction

of specifications from large contextual texts. This is the first work that uses a large language model

for end-to-end specification synthesis from natural language texts. Empirical results demonstrate

that our system outperforms prior state-of-the-art specification synthesis tool by 21% in terms of F1

score and can find specifications from single as well as multiple sentences.

4.2 Introduction

Software configurations represent an essential component of software systems. System failures

induced by software misconfigurations (i.e., not setting various configuration parameters according

certain specifications) have become increasingly common [107, 145, 47]. Such misconfigurations
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give rise to a range of issues, including application outages, security vulnerabilities, and inaccuracies

in program execution [140, 38, 143]. The adverse impact of software misconfigurations is demon-

strated in several high-profile cases [93, 28, 27, 41]. For instance, a configuration error caused by

an internet backbone company, resulted in a nationwide network outage in 2017 [28]. Similarly, in

2019, millions of Facebook users were affected by a server misconfiguration outage [27]. Further-

more, a system configuration change led to a five-hour outage of AT&T’s 911 service, preventing

numerous callers from accessing the emergency line [41]. Therefore, the development of effective

tools to help prevent software misconfigurations is of utmost importance.

The research community has recognized the criticality of software misconfiguration and pro-

posed numerous efforts to address it by developing techniques to check, troubleshoot and diagnose

configuration errors [8, 1, 143]. However, the majority of the approaches can generally only be ap-

plied after an error has occurred. Primarily, the root cause of software misconfiguration is attributed

to human errors. Thus, a more effective strategy for avoiding such misconfigurations would be to

guide or enforce the correct usage of configuration practices, rather than identifying and correcting

them after a failure has already occurred. Typically, software configurations are set by software ad-

ministrators. To aid these administrators, software vendors often release user manuals that describe

different configuration specifications. These manuals, typically available in PDF or HTML format,

provide guidance on the correct and recommended setup of configurations to system administrators,

containing detailed textual descriptions of configuration parameters, their descriptions, usage, and

constraints. Nevertheless, as these manuals are exceedingly voluminous, many administrators tend

not to read them in detail and instead rely on intuition to configure software [142, 94], frequently

leading to misconfiguration and subsequent software failures. Hence, it is crucial to develop an

automatic tool that extracts configuration specifications from these sources, to provide guidance to

administrators, or integrate automated tools that suggest best practices. Thus, this paper investigates

the feasibility of building an automatic tool capable of extracting specifications from unstructured

sources of configuration descriptions, which are predominantly written in a natural language such

as English.
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Specifications refer to a set of legitimate rules or guidelines that dictate the configuration

of software. Failure to adhere to these specifications by configuring the software with invalid

parameters may result in software malfunction. Extensive research has been conducted to extract

software specifications from unstructured specification sources [139, 116, 92]. For instance, in

PracExtractor [139], Xiang et al. utilize the Universal Dependency algorithm [30] to synthesize

specifications from software manuals. This technique establishes a syntactic mapping between

various parts of speech within a sentence. To construct the set of syntactic relationship trees, they

initially collected samples from software manuals that contain valid specifications. They then

attempted to match other sentences’ syntactic relation with the collected syntactic relation tree. If a

match was found, it implied that the samples also contained specifications and it was extracted based

on the relation. The authors of ConfigV [116] have employed a rule-based approach to synthesize

specifications from configuration files. This approach involves initially parsing a training set of

configuration files, which may be partially correct, to create a well-structured and probabilistically-

typed intermediate representation. A learner that utilizes an association rule algorithm is then

employed to translate this intermediate representation into a set of rules. These rules are subsequently

refined and ranked through rule graph analysis to synthesize specifications. Researchers have also

tried to synthesize specifications from programming source code by employing static analysis [92].

However, specifications collected through this approach need more analysis and expert knowledge

for refinement by humans.

The majority of prior methods for synthesizing specifications from unstructured sources have

relied on rule-based approaches. However, such approaches are known to have limited generalizabil-

ity and may require human intervention during certain steps of the synthesis process. Alternatively,

learning-based approaches are better suited for discovering relationships in unstructured data, par-

ticularly those utilizing deep learning techniques that have shown significant success in various

unstructured data domains, including natural languages, images, and videos. As the main objective

of this paper is to synthesize specifications from a natural language source, we explore the potential

of deep learning-based approaches to address this problem.
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To this end, we have framed the specification synthesis problem as an end-to-end sequence-

to-sequence learning problem. The resulting system is referred to as SpecSyn, which takes texts

as an input and produces specifications as an output. The synthesis process involves two steps of

prediction. First, it checks whether the input texts contain any specification. If they do, secondly,

SpecSyn performs end-to-end synthesis of the specifications. Given that the input for specification

synthesis is in the form of a natural language text, we have incorporated a large pre-trained language

model to enhance the model’s understanding of the context. One such widely used model is

BERT [33], a deep learning-based model that pre-trains on a large corpus of English texts to learn

the latent representations (i.e., a vector) of words and sentences within their respective contexts. We

have fine-tuned [127] the BERT model for our specification synthesis task using a custom decoder

(a decoder is a part of the language model that produces outputs based on the latent representations).

The incorporation of this large language model has enabled us to synthesize not only simple single-

sentence specifications but also complex sets of specifications from texts consisting of multiple

sentences and parameters. Figure 4.1 shows the high level workflow of SpecSyn.

4.2.1 Contributions

We make the following technical contributions in this paper.

Problem Formulation: We formulate the task of software specification extraction from natural

language texts as an end-to-end sequence-to-sequence learning problem. This approach involves

mapping an input sequence, consisting of natural language texts, to an output sequence that

comprises of single or a set of relevant software specifications.

Contextual Model Integration: In order to achieve accurate and effective extraction of software

specifications from natural language texts, we propose to use the state-of-the-art BERT [33] model.

By leveraging the acquired knowledge and advanced language processing capabilities of a pre-

trained BERT model, we aim to extract relevant specifications from the text in a manner that is both

accurate and efficient. Through empirical analysis, we demonstrate the effectiveness of SpecSyn

in the context of software specification extraction from natural language texts. To the best of our

knowledge, this is the first paper that uses a large language model for end-to-end synthesis of
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configurations specifications from natural language texts.

Complex Dependency Modeling: The current investigation presents a model that is able to

process text consisting of multiple sentences. Specifically, our proposed model is designed to

effectively capture complex specification relations within longer text. Notably, the model is capable

of discerning the relationships between multiple specifications contained within a single sentence,

as well as extracting individual specifications that are connected in a meaningful manner within a

text. The efficacy of our model is demonstrated through empirical analyses, which provide evidence

of its ability to accurately identify and extract relevant information from longer text data.

Generality: The framework, SpecSyn, is capable of processing any natural language text,

thereby rendering it independent of the source of textual data. Consequently, it does not solely

rely on software manuals for the extraction of software specifications. Rather, it can be utilized to

extract relevant specifications from a wide range of sources including software codebase comments,

as well as online resources such as StackOverflow and discussion forums. This flexibility allows for

the construction of a more comprehensive and robust set of specifications, thereby enhancing the

overall effectiveness of the framework.

Dataset: We also contribute with a domain-specific dataset for the purpose of training and

testing software specification extraction models. The dataset is composed of software specifications

and is designed to be used in the context of natural language processing tasks related to software

specification synthesis. By making this dataset publicly available, we aim to facilitate further

progress in the field of software specification extraction and encourage the development of more

accurate and effective models for this task.

4.2.2 Outline

The remainder of this paper is organized as follows. Section 4.3 describes the details of SpecSyn

framework. First, the section lays out the specification definition, followed by discussion on

specification extraction types and specification categories. Then, different specification sources and

dataset construction approaches are described. After that, we describe the model development and

integration of a large language model with our framework. Section 4.4 describes the experimental
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setup and experimental results. Section 4.5 introduces the background and related work. Section 4.6

discusses potential future work. Finally, Section 4.7 concludes this paper.

4.3 Specification Synthesis Framework
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Figure 4.1: Overview of SpecSyn

4.3.1 Software Specification

Software specification is a set of rules that consists of relation between various keywords,

numbers or pre-formatted string. Here, keywords represent different configuration parameters.

Specification defines how a configuration should be presented by outlining the specific rules and

requirements for configuration format and structure. Formally, a specification can be defined as

Definition 1.

Definition 1: A specification S is defined as S = {Ri}, where Ri is a rule represented by a

tuple, Ri = ⟨Ki, Vi, Li⟩. Here,

Ki ∈ Keyword

Vi ∈ {R, Keyword, S} where R = Set of Real Numbers, S = String

Li ∈ {∅,=, ̸=, >,<,AND,OR, Interval, Set,Use,With, String Format}

The goal of SpecSyn is to analyze the natural language texts from various sources and produce

a specification, if there is any in the texts. Next we are going to classify types of specification
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extraction as well as various categories of specifications.

4.3.1.1 Specification Extraction Type:

Based on the presence of specification in the text, we categorize specification extractions into two

major types: Simple and Complex. By distinguishing between these two types, we are able to better

evaluate the performance of our extraction process. Previous research has focused exclusively on

the Simple extraction category, while the Complex category demands more sophisticated extraction

process and modeling techniques. Table 4.1 shows examples of text for different specification

extraction types.

Type Example

Simple It is necessary to use a number greater than 1500 for user_port
ComplexSingle The default pointer size in bytes is used when max_rows option is specified.

This variable should be between 2 and 7.
ComplexMulti have_ssl and have_open_ssl need to be set True to enable secured connection.

Table 4.1: Examples of specification extraction types

Simple Extraction: Simple extraction refers to specifications extraction process where the

specification is located within a single sentence containing only one specification. The majority

of specification extractions fall within this category. The task of modeling Simple extractions is

comparatively less intricate due to the concise nature of general sentences. The specifications

are also defined in a more straightforward manner. We observed that fewer training examples are

required to train a model for extracting Simple categories as opposed to Complex categories.

Complex Extraction: The second type, known as Complex Extraction, consists of cases

where multiple sentences are required to extract specifications from the text or when there are

multiple specifications intertwined in a text that need to be extracted. Complex extraction has

been further subdivided into two distinct subcategories, namely ComplexSingle and ComplexMulti.

The ComplexSingle category is applicable when only one specification is present in the text, but the
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extraction process requires examining multiple sentences. Typically, in such cases, the first sentence

identifies the parameter keyword, while the subsequent sentences describe the specification. The

sentences usually connected by some pronoun. In order to extract the specification and identify the

keyword to which it refers, all sentences are necessary to look at. On the other hand, ComplexMulti

refers to situations where multiple specifications are defined within a text, and multiple parameter

keywords are used to refer to a single specification. Basically in this category multiple specifications

of multiple keywords are described in a compact intertwined fashion in a natural language.

Category Example

Quantitative It is recommended to raise the ulimit to 10,000, but more likely 10,240 because
the value is usually expressed in multiples of 1024.

Utilization Mount option sync is strongly recommended since it can minimize or avoid
reordered writes, which results in more predictable throughput.

Interrelation If you are having problems with the service, it is suggested you follow the
instructions below to try starting httpd.exe from a console window, and work
out the errors before struggling to start it as a service again.

Attribute To avoid the ambiguity, users can specify the plugin option as –pluginsql-mode.
Use of the –plugin prefix for plugin options is recommended to avoid any
question of ambiguity.

Generic It is recommended but not required that –ssl-ca also be specified so that the
public certificate provided by the server can be verified.

Table 4.2: Different categories of specifications with examples

4.3.1.2 Specification Categories:

We categorize the specification into five major categories based on the underlying specification

definition and property. Among them, Quantitative represents specifications that are quantifiable,

such as numerical or boolean comparisons. Utilization categorizes any usage of keyword for

any particular task, Interrelation categorizes correlation between keywords, Attribute categorizes

different attribute such as path, domain etc., and Generic categorizes general suggestions without

any specific criteria. The categories and their examples are described in table 4.2.
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The majority of the specifications identified in our study can be categorized as Quantitative.

Quantitative specification can have multiple definitions. The Generic category lacks a specific

definition and is primarily characterized by suggestions or recommendations. The remaining three

categories are infrequent and each have only one specification definition. Table 4.3 describes the

definition and pattern of each categories.

The significance of specification categorization lies in its potential to facilitate more effective

utilization of detected specifications during later stages. Even though in our work the initial

detection of specifications is a binary prediction process independent of their categories, the ability

to categorize specifications can provide valuable insights for optimizing their deployment in later

stages such as suggesting them to system administrators or incorporating them to other tools.

Therefore, in our work, we also demonstrate the capability of our framework to accurately predict

specification categories with different decoders. Although these categories are intuitive and general

to notice, we are inspired about them from prior work [139]. However, previous research has not

explored the detection capabilities of various categories of specification as we have done in our

framework.

Category Definition Pattern

Quantitative p == v, p < v | p > v, p ∈ [v, v’], p ∈ {v,
v’},

v<value>, lesssyn | moresyn than
vvalue, betweensyn v’<value> to
v2<value>, v<value> or v’<value>

Utilization use(p) usedsyn | usefulsyn

Interrelation with(p, p’), prefer(p, p’) alongsyn with p’para

prefersynp’para

Attribute format(p,f) f<format>

Generic {recommended, prioritize, ...}

Table 4.3: Specification definition and patterns
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4.3.2 Data Collection

Data is the lifeline of any deep learning-based solutions, and collecting data to train and test any

deep learning-based system is one of the most significant and challenging tasks. For specification

synthesis, it becomes even more difficult since it requires highly specific and domain-dependent

data. Since there is no standard dataset available for specification synthesis, we have to collect and

create our own datasets, which is a time-consuming and resource-intensive task. However, despite

the challenges, there are several sources where software specifications can be found. The main

source of specifications is the software manual. However, it can also be derived from comments

embedded in the software code base, particularly when the source code is publicly available. It may

be obtained from various other sources also such as Stack Overflow, online discussion forums, and

other community-driven platforms. In the following section, we will describe different sources of

software specifications and the specification collection process.

Name Software type Format Pages Keyword

MySQL Database PDF 6644 Yes
PostgreSQL Database PDF 3055 Yes
HDFS Distributed Storage HTML 2331 Yes
HBase Distributed Storage HTML 787 Yes
Cassandra Distributed Storage HTML 50 No
Spark Distributed Computing PDF 66 Yes
HTTPD Web Server HTML 1009 Yes
NGINX Proxy HTML 900 No
Squid Proxy HTML 330 Yes
Flink Stream Processing HTML 1434 Yes

Table 4.4: Description of software manuals

4.3.2.1 Data Source:

We mainly collect specifications from three major sources. The most important source of the

specification is software manuals. The major portion of specifications is collected from manuals.
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We also collected specifications from source code comments and other online sources.

Software Manuals The main source of software specification is the software manual. These

manuals are typically provided by the corresponding software vendor and contain detailed infor-

mation about how to use the software, including its features, functions, and limitations. Software

manuals are often available in different formats such as PDF, HTML, or in online. Table 4.4 details

the summary of software manuals that we used to collect specifications. In order to construct our

dataset, we gathered specifications from 10 diverse software manuals, spanning a range of software

domains. Typically, software manuals are extensive in nature, containing a considerable amount of

information. For instance, MySQL’s manuals consist of a total of around 6500 pages. Due to the

sheer volume of information contained in these manuals, it is impractical to read them line by line.

Therefore, a keyword-based filtering method is employed to extract only the relevant sentences for

closer examination. These keywords typically correspond to configuration parameters, which can

be located within the manuals. The majority of software packages typically have their keywords

listed either in the manuals or on their configuration page. However, in our study, we were unable

to find such a listing for NGINX and Cassandra. In the case of these two software packages, we

solicited human assistance to aid us in extracting the specifications. While simple specifications can

often be derived from individual sentences, more complex specifications may require analysis of

neighboring sentences. As complex specifications may be embedded within the text, the focus is on

the section of the text where the keyword is present.

Other Sources In addition to the manual-based specification, we also collected specifications

from two other additional sources: software code base comments and online discussion forums. As

our method operates with natural language, it is independent to the source of the data, provided

that it is composed in a natural language. The inclusion of these alternative sources is primarily

intended to demonstrate the generalizability of our framework across a broad range of text-based

specification descriptions.

To demonstrate the source code base specification generalizability, we develop and integrate a

parser into our framework and apply the parsing to MySQL source code only. However, the same
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methodology can be applied to parsing other software as well. For the purpose of parsing comments

from MySQL source code, we use a Python-based parser. It is essential to be cautious when parsing

the source code in this manner, as the codebase also contains commented-out codes. But we are

only interested in text-based comments. Therefore, commented out code needs to be discarded for a

better-refined dataset. In addition, a crawler is also developed to extract software keyword-specific

posts from StackOverflow to augment the specification-related dataset.

Tag Pattern

<bool> "enable" | "on" | "true" | "disable" | "false" | "off" | ...
<num> ∀ w ∈ R
<unit> “byte” | “MB” | “ms” | “%” | ...
<keyword> ∀ w ∈ Configuration Parameter Name
<format> “email address” | “absolute path” | “domain name” | ...

Table 4.5: Description of pattern for data composition

4.3.2.2 Data Composition:

Prior to generating the candidate specification texts from the original contents, our system

refines the dataset through a series of preprocessing steps. First, the texts are divided into smaller

candidate texts based on the extraction type. Then it verifies the presence of the keyword in the

candidate texts. If the keyword is absent, the candidate texts are discarded and not considered as a

potential sample for further processing. Both the extraction types (i.e., Simple and Complex) require

the presence of relevant keywords in the candidate texts. The keywords can easily be found for each

of the software in different places (e.g., manual, web). Upon identifying potential candidates, the

system proceeds to search for predefined patterns within the candidate text as specified in Table 4.5.

These patterns are then replaced with corresponding tags. In instances where identical patterns are

present multiple times within the text, tags are differentiated through the use of different identifier.

This process enhances the generality of the potential candidates, thereby enabling easier detection
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and synthesis of specifications by the model. Thus, each candidate comprises of tuple ⟨C, T ⟩, where

C represents the candidate text and T represents the associated pattern tag set. After detecting and

synthesizing specification based on C, the system can reconstruct the original representation of the

specification by replacing the tag in synthesized specification of C with the corresponding pattern

in T .

One may argue that passing the keyword set for finding potential specification candidate text

may introduce more redundancy. Rather, the system should identify the keyword itself. However,

knowing the keyword set for a particular software is necessary. Multiple software can have same

keyword with different specification rule. Therefore, if it is not known for which software the

specifications are being synthesized, then the system can synthesize a syntactically correct but

potentially wrong specification for a software. This is especially true if SpecSyn synthesizes

specification from other sources. Therefore, knowing for which software the specifications are

being synthesized and corresponding keyword set is quite important. Also, Keyword-based filtering

enables us to accomplish two goals. First, it eliminates a significant portion of the samples

that are irrelevant in nature. Since a model can easily recognize these and accurately classify

them as non-specification, the model’s performance would be heavily skewed towards making

accurate predictions of true negatives. Therefore, considering sentences that has keywords or solely

considering neighboring sentences with keywords will allow for a fairer performance comparison.

Second, keyword based filtering also discards a major portion of false positives. For example text

like “See page 157 for details of MySQL 11.7.8” does not hold any specification, but this can be

detected as specification if the model is not trained with larger number of samples. In our study, we

discovered that a model can also be trained for all cases even without implementing keyword-based

filtering. However, such approach requires a larger number of samples to be used for model training.

Also, identifying syntactically valid but semantically incorrect specifications requires additional

failure checks through software execution. Therefore, due to resource and time constraint, in this

project, we pursue a keyword-based filtering process and keep the other ideas as potential future

work.
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4.3.3 Model Development

4.3.3.1 Contextual Model Integration: BERT

Contextual model integration refers to the process of combining language models to improve the

performance of natural language processing tasks. The idea is to leverage the strengths of different

models and combine them in a way that captures the complex relationships between words and

their contexts in a given text. One of the approaches of contextual model integration is to use a

hierarchical model, where one model is used to capture the overall context of the input sequence

and another model is used to make more specific predictions based on the context. In our case, we

use BERT (Bidirectional Encoder Representations from Transformers), a pre-trained large language

model [33], that is trained on a large dataset of natural language texts and we fine-tune it with our

task-specific custom decoder.

BERT [33] is a powerful neural network model that has revolutionized the field of natural

language processing (NLP) in recent years. It was first introduced by Google in 2018 and has

since become one of the most widely used and effective language models in NLP. The core idea

behind BERT is to leverage the power of Transformer-based architectures [132] to create a deep

bidirectional language model that can capture contextual information from both directions of the

input sequence. Unlike traditional language models, which are trained in a left-to-right or right-

to-left fashion, BERT is trained using a masked language model (MLM) objective that randomly

masks certain tokens in the input sequence and requires the model to predict the missing word

based on the surrounding context. One of the key innovations of BERT is the use of multiple

layers of self-attention to capture complex relationships between words in the input sequence. Each

layer of the model contains a self-attention [132] mechanism that allows the model to attend to

different parts of the input sequence and capture dependencies between words that are far apart in

the input. Additionally, BERT uses a combination of word embeddings, positional embeddings, and

segment embeddings to capture both the meaning and position of words in the input sequence. All

of these embeddings are self-learned through back-propagation while training on a larger dataset.
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BERT has proven to be highly effective for a wide range of NLP tasks, including text classification,

question-answering, language translation, etc . [103]. In order to adapt BERT to specific tasks,

researchers typically fine-tune [127] the model by adding a task-specific output layer and training

the model on a task-specific dataset. The fine-tuning process allows the model to learn task-specific

features and improve its performance on the target task.

4.3.3.2 Specification Detection and Generation

The specification synthesis process is a two-step procedure that involves specification detection

and generation. In the first step, the text is examined to ascertain the presence or absence of a

specification. If a specification is detected, in the second step the specification is synthesized.

Figure 4.2 shows the neural network model for SpecSyn. Specification detection is a binary

classification problem, where a BERT encoder is utilized. An encoder is a sequence of layers to

convert the input texts in a hidden vector hc. A special token [CLS] is added at the beginning of the

text to generate hc of the entire sequence for classification. This hidden state is subsequently passed

to the decoder. A decoder is a sequence of layers to produce the final output from hc. The softmax

layer in the decoder produces the binary prediction of the presence or absence of a specification in

the input text. Basically, the specification classification process can be described as Equation 4.1-4.3,

where X = {xCLS, x1, x2, ..., xn} is the tokenize set of input text, xCLS is the special token, W is

the weight matrix for the custom decoder and c is the expected output prediction. We fine-tune W to

maximize the log probability of the correct class. For specification classification tasks, BERT takes

the final hidden state hBERT of the first token [CLS] as the representation of the whole sequence. A

simple softmax layer-based classifier is added as the custom decoder on the top of BERT encoder to

predict the probability of label c.

hBERT = fBERT(X) (4.1)

hc = f1(W1hBERT) (4.2)
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Figure 4.2: SpecSyn model architecture

75



p(c|hc) = softmax(W2hc) (4.3)

For the specification synthesizing process, we use the same hidden state hc and pass it to a

different sequence generation decoder. This decoder synthesizes the specification according to the

pattern defined in Table 4.3. The synthesizing decoder is an LSTM-based [59] recurrent neural

network defined as Equation 4.5. It takes hc as the hidden state and a start token to start the synthesis

process and construct the specification as it goes.

h0 = hc (4.4)

oi = LSTM(hi−1, oi−1) (4.5)

oSpecification = {o1, ..., om} (4.6)

A potential argument in favor of utilizing a single decoder for both the specification classification

and generation tasks may be put forth. However, given that the majority of texts does not contain

specifications and the generation of specifications is a complex task in comparison to binary

classification, we found in our study that the use of two separate decoders yield better results in

classifying and generating specifications within a text.

In our study, we categorize specifications into different categories. We can predict different

classes of these categories with the same method. Upon detection of a specification, a decoder with

a softmax layer having the desired number of classes can be used to classify different categories. A

detailed analysis of the result is presented in the results section for this.
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4.3.3.3 Loss Function

In the context of specification detection, a binary classifier is utilized to determine whether

a given text contains any specifications or not. For this, we use weighted cross entropy loss

function [6] defined by Equation 4.7 where M is the number of classes, log is natural log, y is

binary indicator (0 or 1) if class label c is the correct classification for observation o, and p is the

predicted probability observation o is of class c.

L = −
M∑
c=1

wcyo,c log(po, c) (4.7)

Weighted cross entropy loss is a commonly used loss function in classification problems when

dealing with imbalanced datasets [78, 55]. This method assigns a higher weight to the minority

class samples to improve the performance of the model. The weight is determined based on the

distribution of the minority class samples in the dataset. By assigning a higher weight to this class

samples, the model is encouraged to focus more on correctly classifying these. Weighted cross

entropy loss has been shown to be effective in improving the performance of models on imbalanced

datasets, particularly in text classification tasks. Its usage can lead to a more accurate and reliable

classification of the minority class. In our specific dataset, it has been observed that the number of

texts containing specifications is significantly lower than those that do not contain any specifications,

leading to an imbalanced dataset. In order to address this issue, we have utilized weighted cross

entropy loss function. The weight is determined based on the distribution of specification-containing

texts in the training set.

4.4 Results

In total, we collected 300 specifications from various sources, including 10 software manuals

and other resources. The majority of the specifications were extracted from two sizable software

manuals, due to their extensive page count. We categorize the software manuals into 3 groups

according to their software types. From Table 4.4, first 2 softwares are categorized as Database
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software, next 4 as Distributed System and last 4 are categorized as Proxy.

The quantity of available specifications are limited, as evidenced by prior research [139] too

. Given that the dataset used in the previous study is not publicly accessible, we collected same

number of specification as them. A deep learning based network requires a moderate number of

training examples in order to train. However, given the lower number of available specification, it

becomes challenging to create training and testing sets out of them. Therefore we generate synthetic

training examples by sampling 50 real specifications from our collected set and create the training

set. Since we know the specification of these random samples, we put random text inside them to

create synthetic samples. That way we create our training set that consists of 3000 samples in total.

Thus, we were able to create a good amount of samples for the training and we use rest 250 samples

as the testing set to evaluate.

In our model, we used a pretrained BERT model available online at https://huggingface.co/.

Although, the BERT model is large in nature, since this is pretrained, we do not need to train

them from scratch. We design our own decoder neural network for our own task. We use a feed

forward neural network consisting of 2 hidden layer of 50 neurons each with a softmax function on

top for specification detection. Weighted cross entropy loss is used for this decoder. To generate

specifications, we use an LSTM-based recurrent neural network with 20 hidden units. Given the

limited number of training examples, our designed neural network demonstrates sufficient capacity

to achieve better prediction performance. We train our model for 100 epochs until the training

converges.

Software Type
PracExtractor SpecSyn

Precision Recall F1 Score Precision Recall F1 Score
Database 0.84 0.58 0.68 0.95 0.90 0.92
Distributed System 0.79 0.50 0.61 0.90 0.75 0.82
Proxy 0.81 0.52 0.64 0.92 0.79 0.85
Total 0.81 0.54 0.65 0.92 0.81 0.86

Table 4.6: SpecSyn’s specification synthesis ability compare to PracExtractor
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4.4.1 Demonstration of Synthesis Ability

We compare our work with state-of-the-art specification synthesis tool named PracExtrac-

tor [139]. PracExtractor uses Universal Dependency algorithm. This tool only work for Simple

extraction type specification. On average a Simple extracted type specification is 3 tokens long.

Therefore, given the short length of specifications, our model is capable of synthesizing them

accurately once they are detected. PracExtractor does not have any detection mechanism. Therefore,

when they are able to synthesize a specification they are counted as successfully detected.

Table 4.6 shows the specification detection performance comparison between PracExtractor and

SpecSyn. It showed result with three different software groups - Database, Distributed System and

Proxy. PracExtractor performs poorly compared to SpecSynin all three cases. In case of Database

software, SpecSynhas higher Precision 0.95 compared to 0.84 Precision of PracExtractor. The

Recall score is 0.90 which is significantly better than Recall for PracExtractor (0.58). Consequently

F1 score for SpecSyn(0.92) is significantly better than that of PracExtractor (0.68) For Distributed

System software type, SpecSynhas better Precision, Recall and f1 score compared to that of

PracExtractor. In this case, Precision for SpecSynis 0.90 vs Precision of PracExtractor is0.79,

Recall for SpecSynis 0.75 compared to 0.50 Recall value for PracExtractor. In case of F1 Score,

SpecSynhas higher value 0.82 compared to the state of the art PracExtractor model (0.61) In case of

Proxy applications, we see similar trends in the result. Precision for SpecSynis 0.92 and Precision

for PracExtractor is 0.81 only. Recall is also much better for SpecSyn(0.79) compared to Recall

value for PracExtractor (0.52). So F1 score for Proxy type software is higher in SpecSyn(0.86)

compared to F1 score of PracExtractor (0.65).

For combined results of all three types of software, we can see that SpecSynhas higher Precision

(0.92) compared to PracExtractor that has (0.81) Precision only. This indicates that 92% of the

predicted relevant results were accurate for SpecSynwhile only 81% of the predicated relevant

results were accurate for PracExtractor. SpecSynhas Recall value of 0.81 compared to a mere 0.54

Recall value for PracExtractor. Which signifies that SpecSyncould correctly identify 81% of the

relevant cases where PracExtractor could only correctly identify 54% showing a huge improvement
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(1.5×) in detecting relevant cases. Overall, SpecSynhas a F1 score of 0.86 compared to F1 score of

0.65 by PracExtractor which clearly explains that SpecSynperformed much better than the existing

state of the art model.

True Positive False Positive False Negative
PracExtractor 82% 18% 73%
SpecSyn 94% 6% 21%

Table 4.7: Confusion matrix of specification detection capabilities

Table 4.7 shows confusion matrix for specification detection between SpecSyn and PracExtractor.

It shows SpecSynprovides better true positive and false positive compare to PracExtractor. In terms

of true positive it is 12% better in prediction. PracExtractor gives much high false positive (3x)

prediction compare to SpecSyn. In terms of false negative detection, SpecSyn gives 21% compare

to 73% of other tool.

Extraction Type
Detection

Generation
Precision Recall F1 Score

Simple 0.92 0.81 0.86 100%
ComplexSingle 0.81 0.70 0.75 87%
ComplexMulti 0.73 0.64 0.68 83%

Table 4.8: SpecSyn’s Synthesis capability across different specification extraction type

Table 4.8 demonstrates the specification synthesis results across different specification extraction

type. The F1 score for specification detection in Simple extraction type is 0.86 where the maximum

F1 score is 0.75 for the Complex category. The Precision in Simple extraction type is 0.92 that

implies it is very good at detecting specification. Among Complex type ComplexSingle can detect

specification with Precision of 0.81 where ComplexMulti can detect specification with a Precision
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score of 0.73. However, the later category has higher F1 score than that of other. In terms of

specification synthesis, 100% specification can be synthesized in Simple category given they are

correctly detected. Since, when the model is accurate at detecting specification the chances of

synthesize a specification is higher. Moreover, in Simple cases average synthesized specification

length is 3. Therefore, it is able to achieve 100% accuracy in terms of specification generation. On

the other hand, ComplexSingle synthesize 4% more specification compare to ComplexMulti.

Category Precision Recall F1 score

Quantitative 0.95 0.82 0.88
Utilization 0.8 0.89 0.84
Interrelation 0.8 0.89 0.84
Attribute 0.95 0.90 0.92
Generic 1.0 0.71 0.83

Table 4.9: SpecSynSynthesis ability across different specification categories

4.4.2 Performance of Specification Categorization

Table 4.9 shows Precision, Recall and F1 score across different categories of specifications -

namely for Quantitative, Utilization, Interrelation, Attribute, Generic categories. For Quantitative

category, SpecSynhad a Precision of 0.95 and Recall of 0.82 which gave a F1 score of 0.88. For

both Utilization and Interrelation categories, Precision value was 0.8 while Recall was 0.89 and

F1 score was 0.84. For Attribute category, SpecSynperformed better than previous categories with

very high Precision of 0.95 and Recall value of 0.9 which gave the highest F1 score of 0.92 across

any categories. However, the highest Precision was achieved for Generic categories with 1.0 value

that is all the predicted relevant results were accurate for SpecSyn. However, for Generic category

Recall value was a bit lower than other categories with 71% of the relevant cases detected. So, F1

score was lower than other categories with a value of 0.83
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4.4.3 Characterization of Models

Language Model Precision Recall F1 score

BERTTiny 0.91 0.82 0.86
GPT[108] 0.91 0.80 0.85
BERT 0.92 0.81 0.86

Table 4.10: Model characterization with pre-trained language models

We have used three different pretrained models and collected their Precision, Recall and F1

score. As we can see in Table 4.10, BERT [33] have the highest Precision among the models

we have tested. BERT has Precision value of 0.92, compared to Precision value of 0.91 for both

BERTTiny and GPT [108] models. In case of identifying the fraction of relevant items that can be

retrieved, i.e. the Recall score, BERTTiny performs slightly higher 0.82 than the BERT model 0.81.

GPT model has the lowest Recall score of 0.80 among these three models. Combining these two

score, the harmonic mean of Precision and Recall, known as F1 score, shows that both BERT and

BERT Tiny models perform better with F1 score of 0.86 compared to the GPT model which has a F1

score of 0.85. However, the performance of each of these three models is not significantly different

from one another.

4.5 Related Works

Software configuration and specification extraction with NLP. Numerous studies have addressed

the challenge of effectively diagnosing and solving software configuration problems. One line

of research focuses on using static analysis techniques to identify configuration errors before

they result in system failures [39, 106, 92]. Other works, such as [61] and [7], aim to enhance

system observability to detect configuration errors in situ. Some approaches propose proactive

methods to detect and troubleshoot customer issues, such as [64] and [141], which introduce

early detection systems to prevent configuration errors from causing significant damage. Online
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error detection systems based on context have been proposed in [147], while [149] proposes

a misconfiguration detection system based on system environment and correlation information.

Shared knowledge or event traces have been used to diagnose misconfigurations in [3] and [146],

respectively. An automated troubleshooting approach based on dynamic information flow analysis

is presented in [9], while [104] proposes a parallelized approach to information flow queries.

Precomputing approaches to possible configuration error diagnoses have been proposed in [105].

[133] proposes a troubleshooting approach based on peer pressure, while [134] suggests a state-

based approach to change and configuration management. On the other hand, [136] proposes a

search-based approach to configuration debugging, and [150] introduces an automated diagnosis

system for configuration errors. In addition to technical approaches, some papers emphasize the

importance of not blaming users for configuration errors and instead focusing on developing better

tools and processes to prevent them, such as in [142]. Probabilistic approaches have also been

proposed to learn configuration file languages and identify and diagnose configuration problems,

as demonstrated in [117]. Similarly, [116] presents an association rule learning-based approach

to synthesize configuration file specifications from a set of example configurations. Also, [125]

proposes a causality analysis-based technique to identify the root cause of configuration errors and

automate the configuration management process.

One particularly influential work in this area is the PracExtractor [139], which employs natural

language processing to analyze specific configurations and convert them into specifications to iden-

tify potential system admin flaws. However, PracExtractor has limitations, such as inflexibility and

low generalization ability due to the specific format required for accurate extraction. Additionally,

PracExtractor struggles with large paragraph settings, which our SpecSyn system seeks to improve

upon. Other research efforts have also explored methods for inferring specifications from text

[128, 129, 96, 148, 151, 152, 138, 36, 82, 24], but they too have limitations. Our work builds on

these prior efforts by leveraging their insights to provide a more accurate and effective model for

specification extraction.

Specification extraction using Knowledge Base. The use of a Knowledge Base (KB) has been
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explored in prior research for specification extraction, as seen in ConfSeer[101]. However, similar

to PracExtractor, this approach has its limitations. ConfSeer relies on a KB to analyze potential

configuration issues, which can make it feel more like a search engine. While this approach has

its benefits, it can also limit flexibility. SpecSyn aims to address this limitation by analyzing

unstructured data to provide a greater variety of specifications. Other systems have been proposed

to assist with finding configurations, such as[133, 136], but they come with their own issues, such

as high overheads and requirements for large datasets. Associated rule learning has been used in

previous studies to address dataset issues[84, 11, 49, 74].

BERT based extraction and NLP In contrast to previous studies, we employed and fine-tuned

the BiDirectional Encoder Representations and Transformers model, or BERT[33], to gain a better

understanding and improve the training of our dataset. BERT is a new natural language processing

model that offers a more in-depth and refined fine-tuning technique. However, there are some

limitations associated with using BERT. As it was developed in 2018, it is still a relatively new model

and may not be fully developed with regard to training sets. Additionally, it can be expensive to train

and result in slower training times due to its many weights[102]. Despite these limitations, BERT

does an excellent job of processing specific input and producing output with new specifications,

providing great flexibility as it eliminates the need for a KB as used in ConfSeer and can expand

upon the findings of the PracExtractor system.

In recent times, deep learning is heavily used to address diverse system-related issues, such as

program synthesis [85, 86], partial program correction [48], bug fixing [77] etc. Several studies

have employed natural language processing (NLP) to inspect and analyze software configurations,

particularly in the context of security analysis[124]. This work focused on analyzing two security

systems, CIS and Siemens, and trained two models, LDA and BERT, which is the model used in

our study. However, this study had certain limitations, such as the narrow focus on only two types

of security systems, which could limit the diversity of the training data. Moreover, the study found

that the BERT model, according to their metric of measurement, was not accurate enough to detect

misconfigurations. Nevertheless, this study provided a useful baseline for identifying configuration
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issues using NLP and made their dataset publicly available on Kaggle, facilitating further research

in the field.

Recent studies have also investigated software configuration and misconfiguration using state

analysis techniques[76]. In[76], the authors developed ConfDetect, a system that analyzes log files

and ranks them based on specific criteria, which can effectively predict misconfiguration errors. The

system also utilizes NLP to extract logs. The authors reported substantial accuracy in diagnosing

configuration errors. However, the system was only tested on three different systems, whereas our

study has more variety in terms of data testing. Additionally, ConfDetect utilizes a knowledge base

to detect configuration errors, which could limit its flexibility. Despite these limitations, the study

provides valuable insights into finding proper software misconfiguration.

4.6 Discussion and future works

In this section, we aim to highlight some potential observations and discuss them in detail.

Why use LSTM base decoder for generating specifications while Transformer base decoder is

considered as the state-of-the-art?

The Transformer architecture offers advantages over the LSTM-based architecture in two

scenarios: firstly, when dealing with a tremendously large dataset (i.e. 100GB) that requires parallel

training without any previous recurrence dependency, and secondly, when handling very long

sequences [132]. In our specific case, the dataset that we use is comparatively very small, and the

sequence to be generated is also relatively short. As a result, the utilization of a Transformer-based

decoder over an LSTM-based decoder will not bring any benefits.

Why applying data composition instead of passing original text?

Data composition helps the model to generalize better. While it is feasible to train a model

without data composition and achieve similar performance results, doing so would require a larger

quantity of data and can be left for future exploration.

How long sequence has been used to synthesize specification?

In this study, we limit ourselves to check one sentence for Simple extraction type and two

sentences for Complex extraction type. Our findings indicate that two sentences adequately cover
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the majority of Complex extraction type specifications. Furthermore, our sample sentences have

an average length of approximately 150 characters, which implies that we check a maximum of

around 300 characters for Complex extraction. We also train our model with a maximum of two

sentences long samples. As a result, the model’s performance will be poor for longer sequences

than it is trained on. Hence, it would require more data samples and a potentially larger parametric

model architecture to overcome this issue. Therefore, we keep this as a future work. It would be

valuable to investigate very long sequences and conduct a sequence length sensitivity analysis.

Furthermore, regarding comments written in software source code, it is possible to parse a

greater number of software programs. Additionally, examining the neighboring source code can

provide a better understanding of the context of the comments. For extracting specification from

other online discussion forums, a more exhaustive search could be conducted to mine a larger set of

specifications. However, this is beyond the scope and context of our current project.

4.7 Conclusion

In this paper we introduces a deep learning-based framework for automatic specification syn-

thesis using a large language model. To the best of our knowledge, this is the first work to utilize

a large language model to understand natural language context and synthesize specifications. We

formulate specification synthesis task as a sequence learning problem and integrate BERT, a pre-

trained large language model for this purpose. Our proposed framework SpecSyn outperforms

prior state-of-the-art by 21% in terms of F1 score. This work opens up new direction to synthesize

specification and can be extended for other similar system-related works as well.
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5. OTHER WORKS

Throughout my PhD journey, I actively engaged in collaborative research projects with fellow

scholars. Below, I have provided a compilation of abstracts from other works that I have collaborated

during my PhD. For more comprehensive information about each publication, I encourage to access

the respective paper sources.

5.1 XMeter: Finding Approximable Functions and Predicting Their Accuracy

Approximate computing has significant potential to improve the efficiency of a computing

system. Numerous techniques have been proposed in literature. Virtually, all of them require

programmers to either experiment with every instance of a specific type of code region exhaustively

to find approximable code regions or annotate such regions manually. Both approaches are error-

prone and can lead to missed opportunities. Therefore, we propose XMeter to automatically find and

quantify approximable code regions. XMeter, first, analyzes the application code statically using a

novel algorithm based on memory location updates. Also, XMeter provides a deep learning-based

predictor to predict the accuracy of the application when different code regions are approximated.

Our proposed scheme does not require the programmer to experiment exhaustively for all possible

error rates and types of approximation techniques. Moreover, the scheme does not require any

domain knowledge and is not specific to any approximation technique. Therefore, it is general

enough to be applicable for any approximation technique. We developed XMeter using LLVM and

experimented with 10 applications. We analyzed 43 approximable functions and found 21 to be

highly tolerant of errors. We validated our results using 4 well-known approximation techniques

and showed that XMeter can predict an application’s accuracy accurately.

5.2 MERCURY: Accelerating DNN Training By Exploiting Input Similarity

Deep Neural Networks (DNN) are computationally intensive to train. It consists of a large

number of multidimensional dot products between many weights and input vectors. However, there

can be significant similarities among input vectors. If one input vector is similar to another, its
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computations with the weights are similar to those of the other and, therefore, can be skipped

by reusing the already-computed results. We propose a novel scheme, called MERCURY, to

exploit input similarity during DNN training in a hardware accelerator. MERCURY uses Random

Projection with Quantization (RPQ) to convert an input vector to a bit sequence, called Signature.

A cache (MCACHE) stores signatures of recent input vectors along with the computed results. If

the Signature of a new input vector matches that of an already existing vector in the MCACHE,

the two vectors are found to have similarities. Therefore, the already-computed result is reused

for the new vector. To the best of our knowledge, MERCURY is the first work that exploits input

similarity using RPQ for accelerating DNN training in hardware. The paper presents a detailed

design, workflow, and implementation of the MERCURY. Our experimental evaluation with twelve

different deep learning models shows that MERCURY saves a significant number of computations

and speeds up the model training by an average of 1.97× with an accuracy similar to the baseline

system.

5.3 ADA-GP: Adaptive Gradient Prediction for DNN Training

Neural network training is inherently sequential where the layers finish the forward propagation

in succession, followed by the calculation and back-propagation of gradients (based on a loss

function) starting from the last layer. The sequential computations significantly slow down neural

network training, especially the deeper ones. Prediction has been successfully used in many areas of

computer architecture to speed up sequential processing. Therefore, we propose ADA-GP, that uses

gradient prediction adaptively to speed up deep neural network (DNN) training while maintaining

accuracy. ADA-GP works by incorporating a small neural network to predict gradients for different

layers of a DNN model. ADA-GP uses a novel tensor reorganization to make it feasible to predict

a large number of gradients. ADA-GP alternates between DNN training using backpropagated

gradients and DNN training using predicted gradients. ADA-GP adaptively adjusts when and for

how long gradient prediction is used to strike a balance between accuracy and performance. Last

but not least, we provide a detailed hardware extension in a typical DNN accelerator to realize the

speed up potential from gradient prediction. Our extensive experiments with fourteen DNN models
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show that ADA-GP can achieve an average speed up of 1.47x with similar or even higher accuracy

than the baseline models. Moreover, it consumes, on average, 34% less energy due to reduced

off-chip memory accesses compared to the baseline hardware accelerator.

Respective bibliography of all the works during my PhD:

All my works are available online and can be found in as NetSyn [85], GeneSys [86], Spec-

Syn [87], XMeter [4], MERCURY [63], and ADA-GP [62].
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